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Objectives:    
This project explores new avenues of the spintronics to utilize the “helically spin-polarized” metallic state that 
exist on the surface of a topological insulator, which is a new state of matter discovered just a few years ago. 
In the helically spin-polarized surface state, the current direction and the spin polarization is directly coupled; 
namely, right- and left-moving electrons carry up and down spins, respectively. This allows completely new 
ways to generate and control spins with minimal energy dissipation. However, the topological insulator 
samples available today contain too much bulk carriers that hinder exploiting their surface properties in device 
forms. In this project, the PI will develop techniques to prepare topological-insulator single crystals with 
sufficiently low bulk carrier density, and use them for the investigation of novel quantum phenomena in 
topological insulators for conceiving devices with unprecedented functionalities. This option 1 builds on the 
basic part (which was finished on 05 May 2011) by expanding efforts to various topological insulator materials. 
 
Status of effort (200 words or less):    
The project went on very well and produced a number of results. Here, we focus on the results obtained after 
the previous final report for the basic part (dated 03 June 2011) was written. Most notably, we discovered that 
the superconducting topological insulator CuxBi2Se3 is the first concrete example of a topological 
superconductor to host surface Majorana fermions. This achievement was publicized in a news article in the 
US media Science News. Also, we discovered an unexpected mass acquisition of the surface Dirac fermions 
near the topological phase transition, which provides a new route to realize the topological magnetoelectric 
effect.  This result was published in Nature Physics and was featured on the cover of its November 2011 issue. 
In addition, there has been a steady progress in our investigations of the fundamental physical properties of the 
topological surface state, as well as in our device fabrications for the spin-current detection. 
 
Abstract of important results:    
 
1) Discovery of Topological Superconductivity in a Superconducting Topological Insulator 
The recent discovery of the topological insulator stimulated the search for an 
even more exotic state of matter, the topological superconductor, which is 
characterized by the topologically-protected gapless surface state that is 
essentially an Andreev bound state consisting of Majorana fermions. Recently, 
the doped topological insulator CuxBi2Se3, which superconducts below ~3 K, 
was predicted to possess a topological superconducting state, and its 
confirmation was an urgent issue. We performed point-contact spectroscopy 
on a cleaved surface of superconducting CuxBi2Se3 and observed a pronounced 
zero-bias conductance peak (ZBCP) which signifies unconventional 
superconductivity. Theoretical considerations of all possible superconducting 
states help us conclude that this ZBCP is due to Majorana Fermions and gives 
evidence for a topological superconductivity in CuxBi2Se3.  

While the notion of topological superconductivity has been around for 
some time, its experimental confirmation has been elusive. The problem was 
that an unconventional superconducting state (i.e., non-s-wave state) can be 
both topological and non-topological. However, in the case of CuxBi2Se3 that 
was studied in the present work, thanks to the simple band structure governed by the strong spin-orbit coupling, 
it can be shown that if the superconductivity is unconventional, it can only be topological.  

 

[Physical Review Letters 107, 217001 (2011)].  

This work was publicized in a news article in the US media Science News (31 Dec. 2012 issue, p 18). 
 
2) Unexpected Mass Acquisition of the Surface Dirac Fermions near the Topological Phase Transition  
The three-dimensional (3D) topological insulator is a novel quantum state of matter where an insulating bulk 
hosts a linearly-dispersing surface state, which can be viewed as a sea of massless Dirac fermions protected by 
the time-reversal symmetry (TRS). Breaking the TRS by a magnetic order leads to the opening of a gap in the 
surface state and consequently the Dirac fermions become massive. It has been proposed theoretically that 
such a mass acquisition is necessary for realizing novel topological phenomena, but achieving a sufficiently 



large mass is an experimental challenge. Quite unexpectedly, we discovered that the surface Dirac fermions in 
a solid-solution system TlBi(S1-xSex)2 acquires a mass without explicitly breaking the TRS. This system goes 
through a quantum phase transition from the topological to the non-topological phase, and by tracing the 
evolution of the electronic states using the angle-resolved photoemission, we observed that the massless Dirac 
state in TlBiSe2 switches to a massive state before it disappears in the non-topological phase. This result 
suggests the existence of a condensed-matter version of the “Higgs mechanism” where particles acquire a mass 
through spontaneous symmetry breaking.  
[Nature Physics 7, 840-844 (2011)]. 
 

 
 
This work was featured on the cover of the November 2011 issue of Nature Physics. 
 
3) Optimizing Topological Insulator 
To optimize the bulk-insulating behavior in the topological insulator materials having the tetradymite structure, 
we have synthesized and characterized single-crystal samples of Bi2-xSbxTe3-ySey (BSTS) solid solution at 
various compositions. We have elucidated that there are a series of “intrinsic” compositions where the 
acceptors and donors compensate each other and present a maximally bulk-insulating behavior. At such 
compositions, the resistivity can become as large as several Ωcm at low temperature and one can infer the role 
of the surface-transport channel in the non-linear Hall effect. In particular, the composition of 
Bi1.5Sb0.5Te1.7Se1.3 achieves the lowest bulk carrier density and appears to be best suited for surface-transport 
studies.  
[Physical Review B 84, 165311 (2011)]. 
 

 
This paper was selected as Editors' Suggestion and was also featured in Physics Synopsis as an important 
development. 

 

 
4) Achieving Dirac-Cone Engineering in Bulk-Insulating Topological Insulators 
The three-dimensional topological insulator is a novel quantum state of matter where the insulating bulk hosts 
gapless topological surface states characterized by a Dirac-cone energy dispersion. The realization of 
topological-insulator devices to utilize the peculiar surface-transport properties requires a highly insulating 
bulk together with a tunability of the Dirac carriers. To achieve the latter, it is desirable to be able to control 
the energy location of the Dirac cone in the band gap, because the chemical potential in bulk insulators is 



difficult to tune. We show that the tetradymite solid-
solution Bi2-xSbxTe3-ySey is the first topological-insulator 
system that simultaneously satisfies the above 
requirements, which was elucidated by directly measuring 
its electronic states with angle-resolved photoemission 
spectroscopy. Upon increasing the Sb content x while 
tuning the Se content y to maintain the bulk-insulating 
character, we observed that the chemical potential is 
always located in the bulk gap and the surface Dirac point, 
which separates the hole- and electron-like regimes and is 
buried in the bulk band in Bi2Te2Se (x = 0; y = 1), starts to 
be isolated from the bulk band above x ~ 0.25; 
furthermore, a sign change of the Dirac carriers was 
observed at x ~ 0.9. Such a tunable Dirac cone in the bulk-
insulating platform opens a promising pathway to the 
development of novel topological-insulator devices.  
[Nature Communications 3, 636 (2012)]. 
 
This paper was selected as a “Hot Paper” by the Nature 
Asia-Pacific, which published the Japanese translation of its abstract in their webpage 
(http://www.natureasia.com/japan/ncomms/highlights/detail.php?id=1109). 
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Unexpected mass acquisition of Dirac fermions
at the quantum phase transition of a
topological insulator
T. Sato1*, Kouji Segawa2, K. Kosaka1, S. Souma3, K. Nakayama1, K. Eto2, T. Minami2, Yoichi Ando2*
and T. Takahashi1,3

The three-dimensional (3D) topological insulator is a novel
quantum state of matter where an insulating bulk hosts a
linearly dispersing surface state, which can be viewed as a
sea of massless Dirac fermions protected by the time-reversal
symmetry (TRS). Breaking the TRS by a magnetic order leads
to the opening of a gap in the surface state1, and consequently
the Dirac fermions become massive. It has been proposed
theoretically that such a mass acquisition is necessary
to realize novel topological phenomena2,3, but achieving a
sufficiently large mass is an experimental challenge. Here we
report an unexpected discovery that the surface Dirac fermions
in a solid-solution system TlBi(S1−xSex)2 acquire a mass
without explicitly breaking the TRS. We found that this system
goes through a quantum phase transition from the topological
to the non-topological phase, and, by tracing the evolution of
the electronic states using the angle-resolved photoemission,
we observed that the massless Dirac state in TlBiSe2 switches
to a massive state before it disappears in the non-topological
phase. This result suggests the existence of a condensed-
matter version of the ‘Higgs mechanism’ where particles
acquire a mass through spontaneous symmetry breaking.

Whether a band insulator is topological or not is determined by
the parity of the valence-band wave function, which is described by
the Z2 topological invariant. Strong spin–orbit coupling can lead
to an inversion of the character of valence- and conduction-band
wave functions, resulting in an odd Z2 invariant that characterizes
the topological insulator4,5. All known topological insulators6–14 are
based on this band-inversion mechanism4,5,15–18, but the successive
evolution of the electronic state across the quantumphase transition
(QPT) from trivial to topological has not been well studied in
3D topological insulators owing to the lack of suitable materials.
TlBi(S1−xSex)2 is therefore the first systemwhere one can investigate
the 3D topological QPT (ref. 19). The advantage of this system
is that it always maintains the same crystal structure (Fig. 1a),
irrespective of the S/Se ratio. Low-energy, ultrahigh-resolution
angle-resolved photoemission spectroscopy (ARPES), which has
recently become available, is particularly suited to trace such a QPT
in great detail.

The bulk band structures of the two end members, TlBiSe2 and
TlBiS2, are shown in Fig. 1b, where one can see several common
features, such as the prominent hole-like band at the binding energy
EB of 0.5–1 eV and a weaker intensity at the Fermi level (EF), both
being centred at the 0 point (Brillouin-zone centre). These features

1Department of Physics, Tohoku University, Sendai 980-8578, Japan, 2Institute of Scientific and Industrial Research, Osaka University, Ibaraki, Osaka
567-0047, Japan, 3WPI Research Center, Advanced Institute for Materials Research, Tohoku University, Sendai 980-8577, Japan.
*e-mail: t-sato@arpes.phys.tohoku.ac.jp; y_ando@sanken.osaka-u.ac.jp.

correspond to the top of the bulk valence band (VB) and the bottom
of the bulk conduction band (CB), respectively, demonstrating
that both TlBiSe2 and TlBiS2 samples are originally insulators with
a bandgap of 0.3–0.4 eV, but electron carriers are doped in the
naturally-grown crystals10–12. Besides the wider VB width in TlBiS2,
which is naturally expected from its smaller lattice constant, the VB
structures in the two systems are very similar (Fig. 1c).

A critical difference in the electronic states of the two compounds
is recognized by looking at the band dispersion in the vicinity of
EF around the 0 point (Fig. 1d). An ‘X’-shaped surface band that
traverses the bulk bandgap is clearly recognized in TlBiSe2 (ref. 10),
whereas such a surface state is completely absent in TlBiS2. This
indicates a topologically distinct nature between the two, despite the
similar overall bulk band structure. One can thus conclude that the
band parity is inverted in TlBiSe2, whereas it is not in TlBiS2.

What would happen if we mixed the topologically non-trivial
TlBiSe2 and trivial TlBiS2 phases? One natural consequence of such
an alloying would be that the bulk bandgap closes owing to the
switching of the parity of the VB wave function at a certain Se
content xc , marking a topological QPT across which the massless
Dirac-cone surface band appears (vanishes) once the system enters
into the topological (non-topological) phase. The surface band
in the topological phase would retain the Kramers degeneracy at
the Dirac point and retain the massless character, as long as the
alloying disorder does not break the TRS. It turns out that the
electronic-structure evolution in TlBi(S1−xSex)2 indeed presents the
topologicalQPT, but it bears a feature that is totally unexpected.

Figure 2a shows the near-EF ARPES intensity around the zone
centre for a series of x values, including TlBiSe2 (x = 1.0) and
TlBiS2 (x = 0.0). One can immediately see that the surface state
is seen for x ≥ 0.6, whereas it is absent for x ≤ 0.4 (see also
Supplementary Information), which points to the topological QPT
occurring at xc ≈ 0.5. In fact, the bulk bandgap estimated from
our data approaches zero on both sides of the QPT (see Fig. 3d),
suggesting that a band inversion takes place across the QPT, in
accordance with the natural expectation and also with a recent
ARPES study independently done onTlBi(S1−xSex)2 (ref. 19).

The unexpected physics manifests itself at the Dirac point. The
bright intensity peak at ∼0.4 eV at x = 1.0 is no longer visible at
x = 0.9 and is markedly suppressed at x = 0.6, suggesting that the
Kramers degeneracy is lifted on S substitution whereas the surface
state is still present. In fact, a closer look at the energy-distribution
curves (EDCs) in Fig. 2b shows that the originally X-shaped surface
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© 2011 Macmillan Publishers Limited.  All rights reserved. 

 



NATURE PHYSICS DOI: 10.1038/NPHYS2058 LETTERS

TI

Bi

Se

Se

S

S

3

2

1

EF

Bi
nd

in
g 

en
er

gy
 (

eV
)

Bi
nd

in
g 

en
er

gy
 (

eV
)

Bi
nd

in
g 

en
er

gy
 (

eV
)

3

0.8

0.6

0.4

0.2

EF

0.8

0.6

0.4

0.2

EF

2

1

EF

Bi
nd

in
g 

en
er

gy
 (

eV
)

Bulk CB

Bulk VB

Bulk VB

Bulk CB

Bulk VB

High

Low

Γ¬

Γ¬ Γ¬

K¬ M¬

Γ¬ K¬ M¬

Wave vector

Wave vector

Γ¬ K¬ M¬

Wave vector

Wave vector Wave vector

TIBiSe2 TIBiS2

TIBiSe2 TIBiS2

a

c d

b

High

Low

Figure 1 | Comparison of the valence-band structure between TlBiSe2 and TlBiS2. a, Crystal structure of TlBi(S1−xSex)2. b, Valence-band ARPES intensity
along the 0–K̄–M̄ direction of the surface Brillouin zone for TlBiSe2 and TlBiS2, plotted as a function of wave vector and binding energy, measured using the
He Iα resonance line (hν= 21.218 eV) at T= 30 K. c, Direct comparison of the valence-band dispersions between TlBiSe2 and TlBiS2. The energy positions
of the bands are determined by tracing the peak position of the second derivatives of the ARPES spectra. Several branches of dispersive bands in both
compounds are found at EB higher than 1 eV; these are attributed to the hybridized states of Tl 6p, Bi 6p and Se 4p (S 3p) orbitals16–18. Clearly, the bands in
TlBiS2 are shifted towards higher EB with respect to those in TlBiSe2, with the energy shift being more enhanced in deeper-lying bands, indicating the
relative expansion of the VB width in TlBiS2. d, Comparison of the near-EF ARPES intensity around the 0 point between TlBiSe2 and TlBiS2, measured using
the Xe I resonance line (hν=8.437 eV). The absence of the surface band in TlBiS2 was also confirmed by varying the photon energy and light polarization
of the synchrotron radiation.

band at x = 1.0, where the EDC at the 0 point is well fitted
by a slightly asymmetric Lorentzian, splits into lower and upper
branches at x = 0.9, with a finite energy gap at the 0 point. Further
substitution of S results in the reduction and the broadening of
the intensity of the surface band (see EDCs for x = 0.6), but the
energy position of the surface band can be still traced, as illustrated
in the second-derivative intensity plots in Fig. 2c. The surface-state
nature of this band was confirmed by the stationary nature of its
energy position with respect to the photon energy (Supplementary

Information), so this band evidently represents massive Dirac
fermions on the surface. As a result of the gapped nature, this phase
cannot be called topological in the strict sense, but themassiveDirac
fermions are obviously of topological origin, suggesting that the
bulk bands are kept inverted. On the other hand, the photon-energy
dependence of the ARPES spectra for x = 0.4 signifies the absence
of the surface state, in contrast to the clear signature of it for x=0.6
(Supplementary Information). The disappearance of the surface
state and the very narrow bulk gap at x=0.4 (which can be inferred
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Figure 2 |Mass acquisition of surface Dirac fermions in TlBi(S1−xSex)2. a, Near-EF ARPES intensity around the 0 point as a function of wave vector and
binding energy in TlBi(S1−xSex)2 for a series of Se concentrations, measured using the Xe I line with the same experimental geometry. White dotted lines
for x≤0.4 represent the top of the VB and the bottom of the CB, thus highlighting the bandgap; owing to the kz dispersion of the bulk bands, the true
gap is likely to be smaller than these estimates, as is reflected in the error bars in Fig. 3d. b, Energy distribution curves (EDCs) of the data shown in a.
c, Second-derivative plots of the ARPES intensity for x= 1.0, 0.9, 0.8 and 0.6.

from Supplementary Fig. S2) point to the topological QPT being
located between x= 0.6 and 0.4. Interestingly, the surface bandgap,
called here the Dirac gap, grows with decreasing x (less than 0.1 eV
at x=0.9 and 0.8, and greater than 0.1 eV at x=0.6), indicating that
the S content is closely related to themagnitude of theDirac gap.We
also found that the magnitude of the Dirac gap does not diminish
with increasing temperature (Supplementary Information), which
argues against a magnetic-order origin of the gap. We note that
in a recent independent work19 the Dirac cone was reported to
remain gapless for x > 0.5, in contrast to the gapped surface states
for 0.6≤ x ≤ 0.9 observed here. This discrepancy may be due to the
difference in the energy resolution (15meV in ref. 19, as opposed to
2–4meV in the present experiment).

One may wonder if the bulk bandgap really closes at xc ≈ 0.5.
If the bandgap never closes, the samples for both x = 1.0 and
0.0 should be in the same topological phase. Apparently, this is
inconsistent with our ARPES data in Fig. 1d. According to the
fundamental principle of the topological band theory, the QPT
must always be accompanied by a bandgap closing. Hence, based
on our data, the bandgap closing must be happening either at
0.4< x < 0.6 or at 0.9< x < 1.0 (at which the Dirac gap starts to
open). Taking into account the gradual reduction of the bandgap
size on approaching x= 0.5, it is most sensible to conclude that the
inevitable closing of the gap takes place at x=0.5.

One may also question if the observed Dirac gap might be an
artefact of an inhomogeneous S distribution in the sample. To
address this question, we employed electron-probe microanalysis
(EPMA) on the surface and found that our crystals are exceedingly
homogeneous (Supplementary Information). The persistently
narrow X-ray diffraction peaks, together with a systematic change
of the lattice constants, further corroborate this conclusion
(Supplementary Information).

To quantify the magnitude of the Dirac gap, we use the
theoretical surface-band dispersion to account for the finite mass
term20 (which was originally proposed to explain the Bi2Se3
ultrathin-film data21) and numerically simulate the experimentally
obtained surface band dispersion near the 0 point; although the
origin of themass term in TlBi(S1−xSex)2 is not clear at themoment.
As shown in Fig. 3a, the simulated curves reasonably well reproduce

the experimental data, and the obtained Dirac gaps for x = 0.9, 0.8
and 0.6 are 50± 10, 70± 10 and 130± 20meV, respectively. The
evolution of the massive Dirac cone is schematically illustrated in
3D images of the band dispersions in Fig. 3b. We have confirmed
that the obtained sizes of the Dirac gap are highly reproducible
by measuring more than five samples for each composition and
also by varying the incident photon energy. Taking into account
that all the elements contained in TlBi(S1−xSex)2 are nonmagnetic
and also that the sample shows no obvious magnetic order
(Supplementary Information), our result is a strong indication
that the substitution of Se with S in TlBi(S1−xSex)2 leads to an
unconventional mass acquisition of the surface Dirac fermions
without explicitly breaking the TRS.

Based on the present ARPES results, onemay draw the electronic
phase diagram of TlBi(S1−xSex)2, as shown in Fig. 3d. The massless
Dirac topological phase is achieved only near x = 1.0. Once a small
amount of S is substituted for Se, the Dirac gap opens, growing
almost linearly as a function of the S content, 1-x . Such a massive
Dirac phase is present until the topological QPT occurs at xc ≈ 0.5,
where the bulk gap closes and the band parity is interchanged.

The mass acquisition of the Dirac fermions indicates that the
Kramers degeneracy is lifted, which means that the TRS must
be broken on the surface. Given that there is no explicit TRS
breaking, the only possibility is that a spontaneous symmetry
breaking takes place on the S substitution, which is reminiscent of
the Higgs mechanism in particle physics. Therefore, TlBi(S1−xSex)2
may serve as a model system to bridge condensed-matter physics
and particle physics. The exact mechanism of the mass acquisition
is not clear at the moment, but an interesting possibility is that
it originates from some exotic many-body effects that can lead
to an electronic order, although a simple mechanism like the
spin-density wave does not seem to be relevant (Supplementary
Information). When the top and bottom surface states coherently
couple and hybridize, a Dirac gap can open21, but the sufficiently
large thickness (>10 µm) of our samples precludes this origin.
Another possibility is that critical fluctuations associated with
the QPT are responsible for the mass acquisition, but it is too
early to speculate along this line. From the application point
of view, the Dirac gap can be much larger than that of the
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magnetically doped topological insulator Bi2Se3 (ref. 1) and is
tunable by means of the S/Se ratio, making the TlBi(S1−xSex)2
system a prime candidate for device applications that require a
gapped surface state.

Methods
High-quality single crystals of TlBi(S1−xSex)2 were grown by a modified
Bridgman method (see Supplementary Information for details). X-ray diffraction
measurements indicated the monotonic shrinkage of a and c axis lengths on
substitution of S for Se, without any apparent change in the relative atomic position
with respect to the unit cell. ARPES measurements were performed at Tohoku
University using VG-SCIENTA SES2002 andMBS-A1 spectrometers with high-flux
He and Xe discharge lamps and a toroidal/spherical grating monochromator.
The He Iα (hν = 21.218 eV) line and one of the Xe I (hν = 8.437 eV) lines22
were used to excite photoelectrons. Samples were cleaved in situ along the (111)
crystal plane in an ultrahigh vacuum of 5×10−11 torr. The energy resolutions
for the measurement of the VB and near-EF regions were set at 15 and 2–4meV,
respectively. The angular resolution was 0.2◦, corresponding to a k resolution
of 0.007 and 0.004Å−1 for the He Iα and Xe I photons, respectively. The Fermi
level of the samples was referenced to that of a gold film evaporated onto the
sample holder. A shiny mirror-like surface was obtained after cleaving samples,
confirming its high quality.

Received 30 December 2010; accepted 8 July 2011;
published online 14 August 2011
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The three-dimensional topological insulator is a quantum state of matter characterized by an 
insulating bulk state and gapless Dirac cone surface states. Device applications of topological 
insulators require a highly insulating bulk and tunable Dirac carriers, which has so far been 
difficult to achieve. Here we demonstrate that Bi2-xsbxTe3-ysey is a system that simultaneously 
satisfies both of these requirements. For a series of compositions presenting bulk-insulating 
transport behaviour, angle-resolved photoemission spectroscopy reveals that the chemical 
potential is always located in the bulk band gap, whereas the Dirac cone dispersion changes 
systematically so that the Dirac point moves up in energy with increasing x, leading to a sign 
change of the Dirac carriers at x~0.9. such a tunable Dirac cone opens a promising pathway to 
the development of novel devices based on topological insulators. 
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The surface state of a three-dimensional topological insulator 
(TI) is characterized by a Dirac cone dispersion showing a 
helical spin structure1–4, which makes the Dirac fermions 

immune to backward scattering and robust to non-magnetic impu-
rities and disorder5,6. Experimental realizations of novel topologi-
cal phenomena expected for such helical Dirac fermions hinge on 
the dominance of surface transport, but a highly insulating bulk has 
rarely been achieved in prototypical TIs such as Bi2Se3 and Bi2Te3 
because of naturally occurring defects and the resulting carrier  
doping3,7–10. Furthermore, applications of TIs to a wide range of 
devices would require a means to intentionally manipulate the prop-
erties of the Dirac carriers (sign, density, velocity and so on.) while 
keeping the bulk sufficiently insulating. However, such a Dirac cone 
engineering has been difficult to achieve because of the lack of suit-
able materials.

Recently, it has been shown that the ternary tetradymite TI mate-
rial Bi2Te2Se, which forms the ordered Te–Bi–Se–Bi–Te quintuple 
layers, has a large bulk resistivity11,12 because of its chemical char-
acteristics suitable for reducing defect formations. In this regard, the 
tetradymite Bi2-xSbxTe3-ySey (BSTS) solid solution, which has the 
same crystal structure as Bi2Te2Se (Fig. 1a), is of interest because a 
series of special combinations of x and y have been known to yield 
a high resistivity13–15. Thus, in the insulating compositions reported 
here ((x, y) = (0, 1), (0.25, 1.1), (0.5, 1.3), (1, 2)), the y value is unique 
when x is specified (details are described in Methods (in the subsec-
tion Transport properties of BSTS)). Such a control of the material 
properties is an advantage of the solid–solution systems16–18 and 
makes the BSTS system an interesting platform for investigating the 
Dirac band structure while keeping the insulating nature of the bulk.

Here we report our angle-resolved photoemission spectroscopy 
(ARPES) experiments on BSTS, which elucidated the surface and 
bulk electronic states in the vicinity of the Fermi level (EF) respon-
sible for the peculiar physical properties. We show that simultane-
ous tuning of the Sb and Se contents in the BSTS crystal makes it 

possible to control the energy location of the Dirac cone in the bulk 
band gap (and the sign of Dirac carriers) while keeping the bulk 
insulating character. This result demonstrates that what BSTS offers 
is, at present, the closest to the ultimate goal of the Dirac cone engi-
neering, that is, being able to tune the Dirac band structure to have 
desired surface carrier properties without having to tune the chemi-
cal potential in bulk crystals.

Results
Electronic states of Bi2Te2Se. We first demonstrate the ARPES 
data of an end member Bi2Te2Se (x = 0; y = 1). The photon-energy 
dependence of the band structure near EF is displayed in Figure 1b, 
where one can see several common features such as a prominent 
electron-like band centred at the Γ point (ky = 0) in the binding 
energy EB range of 0.0–0.3 eV and rather complicated band 
dispersions at EB > 0.3 eV. These features correspond to the surface 
state (SS) and the bulk valence bands (VB), respectively, judged 
from the analysis shown in Figure 1c, where the energy position of 
the SS is stationary with the variation in hν unlike that of the VB. 
A closer look at Figure 1c also reveals that the SS has an ‘x’-shaped 
dispersion with its Dirac point at ~0.3 eV, indicative of an electron-
doped character of the surface. The highest lying VB at ~0.4 eV 
exhibits an ‘m’-shaped dispersion and is located closest to EF at 
hν = 58 eV. We use this photon energy for comparing the electronic 
states at different compositions of BSTS and also for quantitatively 
estimating characteristic energies, as will be described later. One 
can see in Figure 1b that the signature of the bulk conduction band 
(CB) is completely absent in the ARPES intensity, confirming the 
insulating nature of the bulk. The two-dimensional contour plots 
of the ARPES intensity at various EB shown in Figure 1d signify the 
hexagonal warping of the SS band structure that gradually weakens 
on approaching the Dirac point, as commonly observed in other 
TIs4,8,19. Outside the SS, the VB feature is visible as a six-fold petal-
like intensity pattern at EB = 0.25–0.3 eV.
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Figure 1 | Photon energy dependence of the band structure in Bi2Te2Se. (a) Crystal structure of Bi2-xsbxTe3-ysey. Green, purple and yellow circles 
represent se, Bi/sb and Te/se atoms, respectively. (b) Photon energy dependence of the ARPEs intensity around the Γ  point for Bi2Te2se (x = 0, y = 1) 
measured at hν = 46, 50, 54 and 58 eV (top row) and 62, 66, 70 and 74 eV (bottom row) at T = 30 K. (c) Comparison of the band dispersions of the ss 
and the bulk VB in x = 0 for 3 representative photon energies hν = 50, 58 and 70 eV, as indicated by red, blue and green circles, respectively. The band 
dispersions were obtained by tracing the peak position of EDCs. Black dashed curves are guides to the eyes to trace the ss. (d) ARPEs intensity plots for 
x = 0 as a function of two-dimensional wave vector measured with hν = 58 eV, for various binding energies between EF and 0.3 eV. The intensity maps were 
obtained by folding the ARPEs intensity with the crystal symmetry taken into account.
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Evolution of electronic states in Bi2-xSbxTe3-ySey. Figure 2a–c 
show a comparison of the Fermi surface and the near-EF band struc-
ture at different compositions, all of which belong to the bulk insu-
lating phase as confirmed by the resistivity data shown in Figure 2d. 
Indeed, only the SS is present at EF in all the samples. Interestingly, 
the SS Fermi surface systematically shrinks on increasing x (Fig. 2a) 
accompanied by an overall upward shift of the SS (Fig. 2b,c). This 
demonstrates that increasing x (and the simultaneous increase in y)  
provides more acceptors, which is likely due to a slight change in 
the carrier compensation condition, while the bulk remains highly 
insulating as confirmed by the electrical resistivity data in Figure 2d; 
in particular, the resistivity for Bi1.5Sb0.5Te1.7Se1.3 (x = 0.5; y = 1.3) 
is very high for TIs, reaching 10 Ωcm at low temperatures, and pre-
vious magnetotransport studies elucidated the surface mobility to 
exceed 1,000 cm2 Vs − 1 for this composition14. An important indi-
cation of our data is a systematic compensation of Dirac carriers 
that can be seen in Figure 2a–c; this trend can also be confirmed 
in the momentum distribution curves (MDCs) at EF shown in  
Figure 2e, where the momentum separation of two peaks in the 
MDC, corresponding to the 2kF (Fermi vector) value, gradually 
decreases with increasing x. To quantitatively evaluate the evolution 
of the SS, we plot in Figure 2f the Dirac band dispersion determined 
from the peak positions of the energy distribution curves (EDCs) in 
Figure 2c. One can see that the energy shift of the Dirac band pro-
ceeds in a rigid-band manner, the bands for different x values essen-
tially overlap with each other when we plot its energy position with 
respect to the Dirac-point energy (EDP), despite the total chemical 
potential (µ) shift of as large as 0.3 eV as seen in Figure 2g. Intrigu-
ingly, the SS band dispersion below EF for x = 1.0 suggests that the 
Dirac point is located slightly above EF, which can also be confirmed 
in the plot of the 2kF values in Figure 2h, pointing to a sign change 
of Dirac carriers from n- to p-type at some x value between 0.5 and 
1.0. Another important indication in Figure 2 is that the bulk VB 
does not show a rigid-band shift relative to the SS, as inferred from 
the data in Figure 2b, where the lower hole-like branch of the Dirac 
cone for x = 1.0 is more clearly visible than in x = 0.

Band diagram of Bi2-xSbxTe3-ySey. Looking at Figure 2a, one 
notices that the Dirac point is buried in the bulk VB at x = 0, which 
means that the putative transport properties near the Dirac point 
would be strongly affected by the bulk-surface interband scattering. 
In contrast, one can see in Figure 2b that the Dirac point for x = 1.0 
is well isolated from the bulk, indicating a more ideal situation for 
applications. To depict a comprehensive picture of the evolution of 
the energy bands, it is necessary to determine the energy locations of 
the bulk-band edges. This requires the observation of the CB which 
becomes possible by ageing the sample surface20–22. The details of 
this ageing experiments are described in Methods (Surface ageing 
to observe the bulk CB). We have estimated ECB and EVB as well as 
the Dirac-point energy (EDP) by using the ageing technique for all 
compositions, and the obtained characteristic energies are shown in 
Figure 3a. While the magnitude of the band gap is almost independ-
ent of x, the Dirac-point energy relative to the VB top, EDP–EVB, is 
negative at x = 0 and turns to positive around the critical x of ~0.25. 
As illustrated in the schematic band diagram (Fig. 3b), the intrinsic 
transport properties near the Dirac point can be achieved in samples 
with x > 0.25, and, therefore, this composition range is particularly 
suited for realizing the topological phenomena to require the tun-
ing of µ to the Dirac point, such as the topological magnetoelectric 
effect23. Another important aspect is that µ at the native surface of 
our BSTS samples is located above the Dirac point in 0 ≤ x ≤ 0.5 and 
below it in x = 1.0. This suggests that a sign change in surface Dirac 
carriers takes place at x~0.9 (estimated from a linear interpolation 
in Fig. 2h), and, therefore, a p–n junction fabricated by a composi-
tion gradient in BSTS may be conceivable. In this regard, the Hall 
coefficient at low temperature is negative for x = 0.0–0.5, whereas 

it is positive for x = 1.0 as described in Methods (in the subsection 
Transport properties of BSTS), in good agreement with the ARPES 
data.

Discussion
The observed isolated nature of the Dirac cone at x = 1 as opposed 
to its buried character at x = 0 may be understood in terms of the 
difference in the Se/Te content: according to the previous ARPES 
studies, the Dirac point in Bi2Se3 (ref. 3) is well isolated from the 
bulk bands while that in Bi2Te3 is situated inside the bulk VB8.  
In BSTS, the Dirac cone is gradually isolated from the bulk band as 
the Se/Te ratio is increased from 0.5 to 2.0 (on which x changes from 
0.0 to 1.0), in accordance with the natural expectation from the dif-
ference in the electronic states in Bi2Se3 and Bi2Te3. This suggests 
the importance of controlling the orbital character of chalcogen-
derived bands for the Dirac cone engineering.

The experimental realization of both Dirac holes and electrons 
in the BSTS system demonstrated here points to the high poten-
tial of this material for studying the various topological phenomena 
requiring the access to the Dirac point. Moreover, it would provide 
an excellent platform for the development of novel topological 
devices to utilize a dual-gate configuration for the electric control of 
spins24 or p—n-junction configurations that are essential for vari-
ous applications, as in semiconductor technology. Another impor-
tant feature of this system is that the energy location of the Dirac 
point in the band gap can be tuned while keeping the bulk-insulat-
ing nature and a high surface mobility, allowing one to study the 
effect of the bulk-surface scattering channel on the surface carriers 
near the Dirac point. Furthermore, the availability of the Dirac cone 
engineering in bulk crystals is important for the topological magne-
toelectric effect, because it has been proposed that the energy gain 
in the bulk owing to the axion term can be crucial for realizing such 
an effect25. The present result provides an important step toward 
establishing the means to fully control of surface Dirac fermions in 
TIs to explore a variety of exotic physical properties proposed for 
this exciting class of materials.

Methods
Sample preparation. High-quality single crystals of BSTS were grown by sealing 
stoichiometric amounts of high-purity elements in evacuated quartz tubes and 
melting them at 850 °C for 48 h with intermittent shaking to ensure a homogeneity 
of the melt, followed by cooling slowly to 550 °C and annealing at that temperature 
for 4 days. X-ray diffraction analyses confirmed that all the samples have the same  
crystal structure (R 3m) with the desired chalcogen ordering as shown in Figure 1a. 
Transport properties were measured with Quantum Design PPMS using the stand-
ard AC four-probe method.

ARPES experiments. ARPES measurements were performed with a VG Scienta 
SES2002 electron analyser with a tunable synchrotron light at the beamline BL28A 
at Photon Factory (KEK). We used circularly polarized lights of 36–116 eV. The en-
ergy and angular resolutions were set at 15–30 meV and 0.2°, respectively. ARPES 
measurements were also performed with a MBS A1 electron analyzer with a high-
flux Xe discharge lamp and a spherical grating monochromator (hν = 8.437 eV)26 at 
Tohoku University. Samples were cleaved in-situ along the (111) crystal plane in an 
ultrahigh vacuum of 1×10 − 10 Torr. The Fermi level of the samples was referenced 
to that of a gold film evaporated onto the sample holder. A shiny mirror-like  
surface was obtained after cleaving the samples, confirming its high quality.

Transport properties of BSTS. As was reported in ref. 15, the ‘intrinsic’ com-
positions in the solid–solution system BSTS were recently elucidated. At such 
compositions, acceptors and donors maximally compensate each other, and bulk-
insulating behaviour is observed. In the present ARPES experiment, we studied 
four combinations of (x, y) [ = (0, 1), (0.25, 1.1), (0.5, 1.3), and (1, 2)] that all belong 
to such intrinsic compositions. The crystals used in the present work are obtained 
after careful optimization of the growth conditions for insulating behaviour, as 
evidenced by the resistivity data (Fig. 2d) that present even higher values for all 
compositions compared with those reported in ref. 15.

To corroborate our claim that all the compositions studied here possess highly 
bulk-insulating nature, and to elucidate the sign of the surface charge carriers, 
the temperature dependences of the Hall coefficient RH for the four compositions 
were measured (Supplementary Fig. S1). The Hall measurements were done on the 
same samples as those used for the resistivity measurements. One can see that the 
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Figure 2 | Properties of Bi2-xSbxTe3-ySey for various compositions. (a–c) Comparison of (a) the Fermi surface of the ss, (b) the near-EF band 
dispersions, and (c) the EDCs in Bi2-xsbxTe3-ysey for four x values (x = 0, 0.25, 0.5 and 1.0) where y = 1, 1.15, 1.3 and 2, respectively. The ARPEs data were 
measured with hν = 58 eV at T = 30 K. Brown dashed curves in (b) are guides to the eyes to trace the ss. White arrows and red dashed lines indicate 
the energy positions of the Dirac point (EDP) and the VB top (EVB), respectively. (d) Temperature dependences of the electrical resistivity ρxx at the 
four compositions. (e–h) Composition dependences of (e) the mDCs at EF, (f) the band dispersions of the ss relative to the Dirac point, (g) the shift of 
the chemical potential (µ) relative to that for x = 1.0 when the Dirac point is taken as the reference point, and (h) the 2kF values along ky. kF values were 
determined by fitting mDCs at EF with two Lorentzian peaks. Blue, green, brown and red curves or dots in d–f are for x = 0, 0.25, 0.5 and 1.0, respectively. 
Error bars in (g) correspond to the experimental uncertainty in determining EDP, whereas those in (h) originates in the experimental uncertainty in 
estimating the peak position of mDCs.
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absolute values of RH at the lowest temperature are 400 cm3 per °C or larger, which 
indicates that the present samples are even better insulators than the Bi2Te2Se 
sample originally reported in ref. 13 (where |RH| at the lowest temperature was 
200 cm3 per °C).

Surface ageing to observe the bulk conduction band. To determine the energy 
location of the bulk CB that is located above EF in our insulating samples, we 
intentionally aged the sample surface in our vacuum chamber and doped electrons 
into the SS to enhance the surface band-bending effect, by following the ARPES 
studies of Bi2Se3 and Bi2Te3 (refs 20–22) and also a recent transport study of 
BSTS14. A representative result for x = 0 shown in Supplementary Figure S2 dem-
onstrates that the ageing leads to an overall downward shift of the spectral feature 
and, simultaneously, the appearance of the CB at EF. As shown in the right panel of 
Supplementary Figure S2, it is thus possible to estimate the actual locations of the 
bottom of the CB (ECB) and the top of the VB (EVB) by tracing the trailing/leading 
edges of the EDCs27. 
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A topological superconductor (TSC) is characterized by the topologically protected gapless surface

state that is essentially an Andreev bound state consisting of Majorana fermions. While a TSC has not yet

been discovered, the doped topological insulator CuxBi2Se3, which superconducts below �3 K, has been

predicted to possess a topological superconducting state. We report that the point-contact spectra on the

cleaved surface of superconducting CuxBi2Se3 present a zero-bias conductance peak (ZBCP) which

signifies unconventional superconductivity. Theoretical considerations of all possible superconducting

states help us conclude that this ZBCP is due to Majorana fermions and gives evidence for a topological

superconductivity in CuxBi2Se3. In addition, we found an unusual pseudogap that develops below�20 K

and coexists with the topological superconducting state.

DOI: 10.1103/PhysRevLett.107.217001 PACS numbers: 74.45.+c, 03.65.Vf, 73.20.At, 74.20.Rp

The recent discovery of topological insulators [1–24]
stimulated the search for an even more exotic state of
matter, the topological superconductor (TSC) [25–28]. A
topological state of matter is characterized by a topological
structure of the quantum-mechanical wave function in the
Hilbert space. In topological insulators, a nontrivial Z2

topology of the bulk valence band leads to the emergence
of Dirac fermions on the surface [22,23]. Similarly, in
TSCs nontrivial Z or Z2 topologies of the superconducting
(SC) states lead to the appearance of Majorana fermions on
the surface [25–27]. Majorana fermions are peculiar in that
the particles are their own antiparticles, and they were
originally conceived as mysterious neutrinos [29].
Currently their realization in condensed matter is of sig-
nificant interest because of their novelty as well as the
potential for quantum computing [29].

The CuxBi2Se3 superconductor [30–33] is a prime
candidate of the TSC because of its peculiar band structure
and strong spin-orbit coupling [34]. In this material,
Cu atoms are intercalated into the layered topological
insulator Bi2Se3 and the SC state appears for the Cu
concentration x of about 0.2–0.5, which causes electron
doping with the density of �1020 cm�3. This material has
not been well studied because of the difficulty in preparing
high-quality samples [30,31] but a recent breakthrough in
the synthesis of CuxBi2Se3 by using electrochemistry
[32,33] made it possible to prepare reliable junctions
and perform a conductance spectroscopy in the supercon-
ducting state.

In the present work, we employed the so-called ‘‘soft’’
point-contact technique [35]: The contacts were prepared
at room temperature in ambient atmosphere by putting a
tiny (� 20 �m) drop of silver paste on the cleaved
(111) surface of a CuxBi2Se3 single crystal below a
30-�m-diameter gold wire [Figs. 1(a) and 1(b)]. In this

type of junction, ballistic transport occurs sporadically
through parallel nanometer-scale channels formed between
individual grains in the silver paste and the sample surface
[see Figs. 1(c) and 1(d) and Ref. [36]]. The dI=dV spectra
were measured with a lock-in technique by sweeping a dc
current that is superimposed with a small-amplitude ac
current [1:35 �A (rms), corresponding to 0:5 A=cm2].
We used a quasi-four-probe configuration, in which the

FIG. 1 (color online). Point-contact experiment and the sam-
ple. (a) Sketch of the soft point contact and the measurement
circuit. (b) Scanning-electron-microscope picture of the actual
sample; inset magnifies the silver-paste spot where the point
contact is formed. (c) 3D presentation of nanometer-scale ter-
races on a typical cleaved surface of CuxBi2Se3 seen by an
atomic-force microscope. Typical terrace width is 0:5 �m. (d) A
false color mapping of (c). (e) SQUID data for the SC transition
in the sample (x ¼ 0:3) used for the point-contact measurements
shown in Fig. 2. Both the zero-field-cooled (ZFC) and the field-
cooled (FC) data measured in 0.2 mT are shown, and the former
gives the SC shielding fraction of 46%. Inset shows the tem-
perature dependence of the zero-bias differential conductance of
the point contact reported in Fig. 2.
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current was applied between a contact pad and the gold
wire, and the voltage between the wire and another contact
pad was measured [Fig. 1(a)]. The Quantum Design PPMS
was used for cooling the samples down to 0.35 K and
applying the magnetic field up to 9 T.

A set of point-contact data taken on a CuxBi2Se3 sample
with the bulk onset Tc ¼ 3:2 K is shown in Fig. 2, where
one can see that a pronounced zero-bias conductance peak
(ZBCP) develops at low temperature [36]. The inset of
Fig. 1(e) shows the temperature dependence of the zero-
bias conductance, which indicates that this peak appears
below 1.2 K [36]. We note that essentially the same ZBCP
data have been obtained on another sample (see Fig. S2 of
Ref. [36]).

Since heating effects can cause a spurious ZBCP [37], it
is important to elucidate that it is not the case here. It was
argued by Sheet et al. [37] that in samples with a large
normal-state resistivity when the point contact is in the
thermal regime, a spurious ZBCP could show up if the
increase in the bias voltage causes the local current to
exceed the critical current, which leads to a voltage-
dependent decrease in the differential conductivity. If this
is the case, the conductivity at zero bias (which is always
measured below the critical current) should not change
with a weak magnetic field; the role of the magnetic field
in this case is primarily to reduce the critical current, so the
width of the spurious ZBCP would become narrower, but
the height at V ¼ 0 should be mostly unchanged as long as
the superconductor is in the zero-resistivity state. In the
magnetic-field dependence of our spectra shown in
Fig. 2(c), by contrast, the ZBCP is strongly suppressed
with a modest magnetic field while its width is little
affected, which clearly speaks against the heating origin
of the ZBCP. (The magnetic field was applied perpendicu-
lar to the cleaved surface.) Another well-known signature
of the heating effect is a sharp, spikelike dip at energies
much larger than the gap [35,37], which is caused by the
local transition to normal state; in fact, when we made the
point contact on a disordered surface, we observed a
widening of the peak and a lot of sharp dips at relatively
high energies, which are obviously caused by the heating
[36]. In contrast, the data shown in Fig. 2 are free from such

features, which corroborates the intrinsic nature of the
ZBCP. Therefore, one can safely conclude that the ZBCP
observed here is not due to the heating effects and is
intrinsic.
One should also keep in mind that, even when the ZBCP

is intrinsic, it can be caused by several mechanisms in point
contacts [38]: conventional Andreev reflection [39,40],
reflectionless tunneling [41–43], magnetic scattering
[44,45], and the unconventional Andreev bound state
(ABS) [38,40]. In this respect, it is important to notice
that the ZBCP shown in Fig. 2 is accompanied by pro-
nounced dips on its sides and the peak does not split into
two even at the lowest temperature (0.35 K). These features
are clearly at odds with the Blonder-Tinkham-Klapwijk
(BTK) theory for conventional Andreev reflection [39].
Also, the reflectionless tunneling and the magnetic scatter-
ing are obviously irrelevant, because the former is sup-
pressed by a very small magnetic field of less than 0.1 T
[46] and the latter presents a peak splitting in magnetic
fields [47]. Hence, one can conclude that the ZBCP ob-
served here is a manifestation of the ABS [38].
Previously, it was inferred [32] from the specific-heat

data that the superconducting gap of CuxBi2Se3 at T¼0K,
�ð0Þ, would be about 0.7 meV. In Fig. 2, one can see
that the minima in the pronounced dips are located at
�� 0:6 meV at 0.35 K; since the ZBCP due to the ABS
is usually accompanied by dips near the gap energy [38],
the energy scale of the dip is assuring.
Given that the observed ZBCP is intrinsic and is due to

the ABS, it is important to understand its concrete origin.
The ABS is caused by the interference of the SC wave
function at the surface, and it is a signature of unconven-
tional superconductivity [38]. Its occurrence is determined
by the symmetry of the SC state, which in turn is deter-
mined by the symmetry of the Hamiltonian and the pairing
mechanism. Also, it has been elucidated that Majorana
fermions reside in an ABS when it is spin nondegenerate
[48]. Hence, we examined all possible SC states in
CuxBi2Se3 and the nature of the ABS to elucidate whether
the observed ZBCP is due to Majorana fermions. The
microscopic model to describe the band structure of
CuxBi2Se3 has already been developed [34,49–51], and
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it was shown [34] that, if both short- and long-range
interactions are considered, the symmetry of the
Hamiltonian allows four different types of the SC gap
function, �1 to �4 [36], with three of them being uncon-
ventional. Following Ref. [51], we have theoretically cal-
culated the spectral functions of the bulk and the surface as
well as the local density of states (LDOS) for all possible
gap functions (see Ref. [36] for details), similar to those
done in Refs. [52,53].

First, the conventional even-parity SC state �1 was
found to give no two-dimensional (2D) ABS [36]. While
in this case the surface could become a 2D TSC due to the
proximity effect as proposed by Fu and Kane [28], the
surface of a three-dimensional (3D) superconductor is
continuously connected and has no topological edge;
hence, the one-dimensional Majorana fermions that might
appear at the edge of a 2D TSC [28] would not exist in the
present case.

Among the remaining three possible SC states that are
all unconventional, the fully-gapped, odd-parity SC state
�2 gives rise to 2D helical Majorana fermions as the ABS.
However, because of the Dirac-like dispersion of this ABS,
the surface LDOS tends to have a minimum at zero energy
[36], which does not agree well with our data; nevertheless,
it was very recently proposed that the ZBCP could appear
even in this fully gapped state due to a peculiar ‘‘twisting’’
of the ABS dispersion [54]. In the case of the other two
odd-parity SC states, �3 and �4, both of which have two
point nodes, a single ZBCP naturally shows up in the
surface LDOS [Figs. 3(a)–3(c)]; this is because the point
nodes lead to a partially flat dispersion of the helical
Majorana fermions, concentrating the LDOS near zero
energy. Therefore, it is most likely that the observed
ZBCP signifies 2D Majorana fermions due to the odd-
parity bulk SC state, although it is difficult to determine
the exact pairing state from the three possibilities at this
stage. The fact that the ZBCP is strongly suppressed with a
modest magnetic field [Fig. 2(c)] supports this conclusion,
because the helical Majorana fermions are naturally sup-
pressed as the time-reversal symmetry is broken with the

magnetic field. Note that, while there are nanometer-scale
terraces on the cleaved surface (Figs. 1(c) and 1(d) and
Ref. [36]), electron transmissions in the in-plane directions
through the side walls of the terraces are much less likely
to take place compared to the transmissions in the out-
of-plane direction, because the typical terrace height
(< 10 nm) is much smaller than the typical Ag grain size
of 50 nm [36]. Therefore, our data are expected to reflect
mostly the ABS on the (111) surface.
We now discuss the topological nature of the possible

SC states�3 and�4. The presence of the point nodes might
seem to preclude the topological superconductivity, which
is usually considered to require a full gap. However, for the
�3 and �4 states one can define a nontrivial topological
invariant, ‘‘mod-2 winding number,’’ which is immune to
weak perturbations and assures that the �3 and �4 states
are robustly topological [36]. In fact, a time-reversal-
invariant SC state with a pair of point nodes is adiabatically
connected to a fully gapped state in the ‘‘mod-2 winding
number’’ topological class, and having an odd parity
is sufficient for this case to become topologically
nontrivial [36].
Previously, we reported that the specific-heat data

was most consistent with a fully-gapped SC state [32].
It is fair to note, however, that the entropy contribution
of the quasiparticles excited near the point node of a 3D SC
state is very small and, indeed, the T3 dependence of
the specific heat expected for point nodes is difficult to
be distinguished [55], particularly in inhomogeneous
samples. Therefore, the �3 or �4 state with point nodes
does not necessarily contradict the existing specific-heat
data.
An interesting and unexpected feature in our data is that

a pseudogap develops below �20 K [Fig. 4(a)]. As shown
in Figs. 4(b)–4(g), this pseudogap appears to be enhanced
by the magnetic field, and it is most pronounced at 0.35 K
in high magnetic fields. This pseudogap coexists with the
superconductivity below the upper critical field Hc2 [56]
and may give us a clue to understanding the paring mecha-
nism in CuxBi2Se3. Finally, how the spectra change with

FIG. 3 (color online). Model calculations of the topological band structure in the superconducting state of CuxBi2Se3. Theoretically
calculated spectral functions Aðk; !Þ of the bulk (a) and the surface on the xy plane (b) in �-M and �-K directions in the surface
Brillouin zone shown in the inset of (b), as well as the LDOS (c), in the superconducting state for the topological gap function �4

(�12
"" ¼ �12

## ¼ ��21
"" ¼ ��21

## ); the model Hamiltonian and the band parameters used are described in detail in Ref. [36]. The false

color mappings of Aðk; !Þ in (a) and (b) are in arbitrary units. �ð0Þ was set to be 0.05 eV for the convenience of the calculations.
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temperature and magnetic field is summarized in false
color mappings shown in Figs. 4(h) and 4(i).

As is clear from the above discussions, one can conclude
that the ZBCP in CuxBi2Se3 signifies an ABS consisting of
2D Majorana fermions and that CuxBi2Se3 is hosting a
topological superconductivity. It is therefore an urgent task
to determine the exact pairing symmetry in CuxBi2Se3.
Regarding the Majorana physics, an interesting question
is the existence of the Majorana zero mode in the vortex
core [57]. The 2D Majorana fermions living on the
surface of a 3D TSC are different from the non-Abelian
Majorana fermions of a 2D TSC proposed for topological
quantum computing [22,28], but establishing a general
understanding of Majorana fermions is important for
both fundamental physics and future information
technologies.

In summary, our point-contact spectroscopy of the
CuxBi2Se3 superconductor found an unusual pseudogap
below �20 K and a pronounced ZBCP in the SC state.
The latter signifies an unconventional SC state that can
only be topological in CuxBi2Se3, and therefore our ob-
servation gives evidence for a topological superconductiv-
ity in this material. One can fully expect that CuxBi2Se3 as
the first concrete example of a TSC will greatly help
advance our understanding of topological states of matter
and associated exotic quasiparticles.
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Köhler and E. Wöchner, Phys. Status Solidi B 67, 665
(1975)], which suggests that the Zeeman splitting for
S ¼ 1=2 in 0.1 T would be �0:2 meV. This should be
observable if the magnetic scattering is relevant.

[48] J. Linder, Y. Tanaka, T. Yokoyama, A. Sudbø, and N.
Nagaosa, Phys. Rev. Lett. 104, 067001 (2010).

[49] H. Zhang, C.-X. Liu, X.-L. Qi, X. Dai, Z. Fang, and S. C.
Zhang, Nature Phys. 5, 438 (2009).

[50] C.-X. Liu, X.-L. Qi, H. Zhang, X. Dai, Z. Fang, and S.-C.
Zhang, Phys. Rev. B 82, 045122 (2010).

[51] L. Hao and T. K. Lee, Phys. Rev. B 83, 134516
(2011).

[52] A. P. Schnyder, P.M. R. Brydon, D. Manske, and C. Timm,
Phys. Rev. B 82, 184508 (2010).

[53] K. Yada, M. Sato, Y. Tanaka, and T. Yokoyama, Phys. Rev.
B 83, 064505 (2011).

[54] T. Hsieh and L. Fu, arXiv:1109.3464.
[55] H. R. Ott, H. Rudigier, T.M. Rice, K. Ueda, Z. Fisk, and

J. L. Smith, Phys. Rev. Lett. 52, 1915 (1984).
[56] With resistivity measurements, we confirmed that the SC

state is completely suppressed with the perpendicular
magnetic field of 3 T (with the midpoint Hc2 of 1.7 T)
at 0.35 K, consistent with the reported Hc2ðTÞ diagram
[32].

[57] P. Hosur, P. Ghaemi, R. S. K. Mong, and A. Vishwanath,
Phys. Rev. Lett. 107, 097001 (2011).

PRL 107, 217001 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

18 NOVEMBER 2011

217001-5



Topological Surface States in Lead-Based Ternary Telluride PbðBi1�xSbxÞ2Te4
S. Souma,1 K. Eto,2 M. Nomura,3 K. Nakayama,3 T. Sato,3 T. Takahashi,1,3 Kouji Segawa,2 and Yoichi Ando2

1WPI Research Center, Advanced Institute for Materials Research, Tohoku University, Sendai 980-8577, Japan
2Institute of Scientific and Industrial Research, Osaka University, Ibaraki, Osaka 567-0047, Japan

3Department of Physics, Tohoku University, Sendai 980-8578, Japan
(Received 23 November 2011; published 12 March 2012)

We have performed angle-resolved photoemission spectroscopy on PbðBi1�xSbxÞ2Te4, which is a

member of lead-based ternary tellurides and has been theoretically proposed as a candidate for a new class

of three-dimensional topological insulators. In PbBi2Te4, we found a topological surface state with a

hexagonally deformed Dirac-cone band dispersion, indicating that this material is a strong topological

insulator with a single topological surface state at the Brillouin-zone center. Partial replacement of Bi with

Sb causes a marked change in the Dirac carrier concentration, leading to the sign change of Dirac carriers

from n type to p type. The PbðBi1�xSbxÞ2Te4 system with tunable Dirac carriers thus provides a new

platform for investigating exotic topological phenomena.

DOI: 10.1103/PhysRevLett.108.116801 PACS numbers: 73.20.�r, 71.20.�b, 75.70.Tj, 79.60.�i

Three-dimensional (3D) topological insulators are a
novel state of quantum matter where the insulating bulk
hosts gapless topological surface states with a Dirac-cone
energy dispersion [1,2] which appear within the bulk ex-
citation gap generated by the large spin-orbit coupling. The
spin-orbit coupling is also responsible for the helical spin
texture, where the spin direction is locked perpendicularly
to the momentum. This peculiar spin texture [3,4] is the
source of the dissipationless spin current that exists in
equilibrium [5], as well as the immunity of Dirac fermions
to the backward scattering [1]. Moreover, it has been
predicted [6] that if superconductivity is induced in such
spin-helical Dirac fermions, non-Abelian Majorana fermi-
ons that are the essential ingredient of topological quantum
computing may emerge in the vortices. Angle-resolved
photoemission spectroscopy (ARPES) has played a crucial
role in the discovery of 3D topological insulators owing to
the momentum (k) resolving capability and the high sur-
face sensitivity. In fact, previous ARPES studies have
identified a few types of new 3D topological insulators in
the compounds containing group-V elements bismuth (Bi)
and/or antimony (Sb), by observing the complex topologi-
cal surface states in Bi1�xSbx alloys [7–9] and the simpler
topological surface states with a single Dirac cone in
tetradymite semiconductors (Bi2Se3 and Bi2Te3) [3,10]
and thallium-based ternary chalcogenides (TlBiSe2 and
TlBiTe2) [11–13].

Recently, it has been proposed on the basis of the band
structure calculations [14–16] that lead (Pb)-based layered
ternary chalcogenides PbM2X4 (M: Bi, Sb; X: Se, Te) are a
promising candidate for a new class of 3D topological
insulators. According to the calculations, some compounds
of this system show a single Dirac cone at the Brillouin-
zone center originating form the topological surface states,
and a band inversion takes place at the Z or � point in the
bulk Brillouin zone [15,16] as suggested by the parity

analysis of valence-band wave functions [16]. However, a
clear experimental demonstration of the topological-
insulator nature of Pb-based ternary chalcogenides has not
yet beenmade, mainly due to the lack of high-quality single
crystals. Finding a new class of 3D topological insulators
with possibly tunable Dirac carrier properties is particularly
important, since only a few topological-insulator materials
have been found to date and it has been difficult to tune the
carrier type of the Dirac fermions in bulk crystals.
In this Letter, we report a high-resolution ARPES study

of Pb-based ternary chalcogenides PbðBi1�xSbxÞ2Te4. We
have experimentally established that this system consti-
tutes a new family of 3D topological insulators, by observ-
ing a single Dirac-cone-like surface band structure at the
Brillouin-zone center. We also demonstrate that the chemi-
cal potential � (and thus the sign of the Dirac carriers) is
tunable by controlling the Bi=Sb ratio. We discuss the
present ARPES results in relation to the band calculations
as well as to previous ARPES studies of other topological
insulators.
Single crystals of PbðBi1�xSbxÞ2Te4 with x ¼ 0:0 and

0.4 were grown by melting stoichiometric amounts of high-
purity elements (Pb 99.998%, Bi, Sb, and Te 99.9999%) in
a sealed evacuated quartz tube at 900 �C for 1 d, followed
by slow cooling to 500 �C in about 4 d, and then switching
off the furnace. On the other hand, the x ¼ 1:0 crystal is
difficult to grow from the stoichiometric melt [17]; in the
present work, we melted the high-purity elements Pb, Sb,
and Te with the molar ratio of 2:6:11 in a sealed evacuated
quartz tube at 900 �C for 1 d and then cooled it to room
temperature at a rate of 48 �C per hour. The PbSb2Te4
crystals were found at the bottom of the solidified rod and
its crystal structure was confirmed by x-ray diffraction.
PbðBi1�xSbxÞ2Te4 has a rhombohedral crystal structure
with the layers stacked along the [111] direction as shown
in Fig. 1(a). It consists of septuple layers where Pb atoms
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are sandwiched by Te-ðBi=SbÞ-Te layers, with a real-space
inversion symmetry centered at the Pb atom. Cleaving of
the crystal takes place between two septuple layers which
are weakly coupled by van der Waals interactions. The
bulk Brillouin zone and its projected surface Brillouin zone
onto the (111) plane are shown in Fig. 1(b), where the bulk
Brillouin zone is shrunk along the [111] direction by
�30% with respect to that of the prototypical topological
insulator Bi2Te3 owing to the longer c axis.

ARPES measurements were performed with a VG-
Scienta SES2002 electron analyzer with a tunable synchro-
tron light at the beam line BL28A at Photon Factory
(KEK). We used circularly polarized light of 36–80 eV.
The energy and angular resolutions were set at 15–30 meV
and 0.2�, respectively. Sample orientation was determined
by Laue x-ray diffraction prior to the ARPES experiment.
A mirrorlike (111) surface was obtained by in situ cleaving
at T ¼ 30 K just before the measurement in an ultrahigh
vacuum of 1� 10�10 Torr, and kept at the same tempera-
ture during the measurement. ARPES data were obtained
by rotating the sample with respect to the electron analyzer
using a high-precision five-axes manipulator equipped
with a liquid helium cryostat. The Fermi level (EF) of
the samples was referenced to that of a gold film evapo-
rated onto the sample holder. All the spectra were recorded
within 12 h after cleaving, during which we did not
observe any sign of degradation or contamination of the

sample surface. We have confirmed that the results are
reproducible by measuring several samples.
Figures 1(c) and 1(d) show valence-band ARPES spec-

tra of the end member PbBi2Te4 (x ¼ 0:0) measured along

high-symmetry lines �� �M and �� �K in the surface Brillouin
zone, respectively. Corresponding energy distribution
curves are also displayed in Figs. 1(e) and 1(f). We imme-
diately notice in Figs. 1(c) and 1(d) several dispersive
bands at the binding energy (EB) of 0.5–4.5 eV. These
bands are attributed to the hybridized states of Bi=Pb 6p
and Te 5p orbitals [14–16]. As seen in the energy distri-

bution curves along the �� �M direction in Fig. 1(e), we find a
holelike band with the top of dispersion slightly away from

the �� point (see black arrow), which corresponds to the top
of the valence band with the dominant Te 5p character, in
agreement with the calculations which show a local maxi-
mum between Z and L points of the bulk Brillouin zone
[15,16]. Such a local maximum structure is not reproduced
in the calculations without including spin-orbit coupling
[15], suggesting that the observed valence-band feature is a
fingerprint of the strong spin-orbit coupling. One can also
see in Figs. 1(c) and 1(e) a weak intensity in the vicinity of

EF in the k region between the �� and �M points, which is
assigned to the bulk conduction band of the strong Bi=Pb
6p character that lies above EF in the calculations [14–16].
In the present ARPES experiment, this band is shifted
downward to cross EF, possibly owing to the electron-
doped nature of as-grown crystals as in the case of other
3D topological insulators [3,10–13].
Figure 2(a) displays the ARPES intensity at EF of

PbBi2Te4 plotted as a function of 2D wave vector mea-
sured with h� ¼ 80 eV, which covers a wide k region in
the surface Brillouin zone. In both the first and second
Brillouin zones, we find a circularlike Fermi surface cen-

tered at the �� point together with elongated intensity
patterns extending toward the �M point. To elucidate the

Fermi-surface topology and band dispersion around the ��
point in more detail, we have performed ARPES measure-
ment with higher energy resolution and finer k interval
with h� ¼ 60 eV, and the result of the Fermi-surface
mapping is shown in Fig. 2(b). We also plot the band

dispersions for the �� �K and �� �M directions in Figs. 2(c)
and 2(d), respectively.
As clearly seen in the ARPES intensity of Fig. 2(c), we

find a sharply dispersive ‘‘V’’-shaped electronlike surface
state (denoted SS) whose bottom is located at EB �
0:5 eV. A careful look at energy distribution curves in
Fig. 2(e) further reveals the presence of an additional
branch band showing holelike dispersion centered at the
�� point (traced by dashed lines). This branch merges into

the V-shaped band exactly at the �� point, satisfying the
Kramers degeneracy and forming a deformed Dirac-cone
dispersion as in Bi2Te3 [10]. The surface origin of these
branches was confirmed by the fact that the energy position
is stationary with the variation of h� (not shown). Note that

FIG. 1 (color online). (a) Crystal structure of
PbðBi1�xSbxÞ2Te4. (b) Bulk Brillouin zone (red thin lines) and
corresponding (111) surface Brillouin zone (blue thick lines).
(c),(d) ARPES intensity of PbBi2Te4 (x ¼ 0:0) plotted as a
function of EB and wave vector along �� �M and �� �K high-
symmetry lines, respectively, measured with h� ¼ 80 eV. (e),
(f) Corresponding energy distribution curves of (c) and (d),
respectively.
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the energy position of other bands was also found to be
insensitive to the h� variation in the present range of h�,
presumably because of the quasi-two-dimensional charac-
ter of electronic states due to the long c axis. Nevertheless,
the observed gapless dispersion should belong to the sur-
face states, since it does not show up in the bulk band
calculations of PbBi2Te4 [14,16].

One can also see in Figs. 2(c) and 2(d) two electronlike
bands within the surface states near EF which exhibit a
parabolalike (C1) and ‘‘w’’-shaped (C2) dispersions, cor-
responding to a small circular pocket and a larger pocket
with triangularlike intensity distribution, respectively, in
Fig. 2(b) [18]. Furthermore, in Figs. 2(b) and 2(d) another
weak intensity (C3) is seen outside of the surface states
which either form an elongated pocket or are connected to

the C2 band along the �� �M direction, although it is hard to
experimentally conclude which is the case because of the
presence of multiple bands in the close vicinity of EF as
well as the possible surface resonance which smears the
overall intensity distribution in this k region. The C1-C3

bands are attributed to the bulk conduction band, and the
bottom of the lowest-lying conduction band is located at
the k region where the C2 band exhibits a local minimum
structure, as indicated by a red line for cut B in Fig. 2(c).
Finally, in Fig. 2(d) the highest-lying bulk valence band has

its local maximum slightly away from the �� point (at
cut C), suggesting an indirect nature of the bulk band gap.
We have quantitatively estimated the bulk band gap by

determining the leading (trailing) edge of the valence
(conduction) band, as shown by an arrow in Fig. 2(f).
The energy location of the conduction-band bottom and
the valence-band top are �0:25 and �0:45 eV, respec-
tively, corresponding to the band-gap size of �0:2 eV,
slightly larger than that of the band calculations (0.1–
0.15 eV) [14–16]. Moreover, as seen in the energy distri-
bution curve for cut A, the Dirac point (at EB ¼ 0:46 eV)
is situated at almost the same energy as the valence-band
top.We have estimated the band velocity at the Dirac point,

vDirac, to be 1:0 eV �A along the �� �M direction, which is
only about 35%–50% of the value obtained for Bi2Te3 and

TlBiSe2 (2:7 eV �A [10] and 2:0 eV �A [11], respectively).
We highlight in Fig. 3(a) the Fermi surface and band

diagrams for the bulk and surface bands obtained from the
present ARPES experiment. We recognize the complex
and anisotropic nature of the conduction band, which is
distinctly different from prototypical topological insulators
[3,10] showing a weaker anisotropy in the conduction
band, likely because of the heavily electron-doped nature
of PbBi2Te4 as apparent from the deeper energy position of
the Dirac point as compared to other topological insulators
[3,10–13]. To show the 2D band dispersion, we plot in

FIG. 2 (color online). (a) ARPES intensity plot at EF of
PbBi2Te4 (x ¼ 0:0) as a function of 2D wave vector measured
with h� ¼ 80 eV. (b) 2D intensity plot at EF around the �� point
measured with h� ¼ 60 eV. (c),(d) Near-EF ARPES intensity as
a function of EB and wave vector along �� �K and �� �M cuts,
respectively [white lines in (b)]. Dashed lines are a guide for
eyes to trace the surface states (SS); CB, VB, and DP stand for
conduction band, valence band, and Dirac point, respectively.
(e) Corresponding energy distribution curves along the �� �K
direction. (f) Plot of energy distribution curves at k points
A–C as indicated by red lines in (c) and (d).

FIG. 3 (color online). (a) Schematic diagrams for (top) the
Fermi surface and (bottom) the band dispersion of PbBi2Te4
obtained from the present ARPES experiment. For the bulk
conduction and valance bands, a finite kz dispersion and mo-
mentum broadening have been taken into account. (b) ARPES
intensity plots for various EB’s between EF and 0.5 eV.
(c) Energy contour plots of the surface states for various EB’s
estimated by tracing the peak position of momentum-distribution
curves.
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Fig. 3(b) the ARPES intensity for x ¼ 0:0 as a function of
kx and ky for several EB’s. The triangular-shaped intensity

pattern at EF, which is dominated by the contribution from
the C2 band, gradually diminishes upon approaching the
Dirac point. At EB ¼ 0:3 eV, we recognize a strongly
deformed ringlike intensity pattern which originates from
the surface states. This ringlike image shrinks and con-
verges into a single bright spot at the Dirac point (EB ¼
0:46 eV), and then expands again below the Dirac point
(EB ¼ 0:5 eV), as expected from the Dirac-cone energy
dispersion. At EB ¼ 0:5 eV, we also notice an additional
weak intensity extending toward the �M point, which origi-
nates from the top of the valance band as also seen in
Fig. 2(d). To discuss the shape of the Dirac band in more
detail, we have quantitatively estimated the k location of
the band crossing point in various EB slices above the Dirac
point, and a representative result is displayed in Fig. 3(c).
Obviously, the contour map of the band dispersion
signifies the hexagonal warping which appears to become
more prominent as one moves away from the Dirac point,
similarly to the case of other topological insulators
[4,10,11,19].

Next we demonstrate the evolution of the electronic
states upon Sb substitution for Bi in PbðBi1�xSbxÞ2Te4.
Figures 4(a)–4(c) display plots of near-EF ARPES intensity

around the �� point as a function ofEB andk, corresponding
energy distribution curves, and the Fermi-surface mapping,
for x ¼ 0:0, 0.4, and 1.0, respectively. The band dispersions
for x ¼ 0:4 appear to be quite similar to that for x ¼ 0:0,
although the overall dispersive features are shifted upward
by �0:15 eV. The C1 band has completely disappeared in
the ARPES intensity, as one can also confirm in the absence

of the C1 pocket in Fig. 4(c). The C3 Fermi surface also
vanishes at x ¼ 0:4. At x ¼ 1:0 (PbSb2Te4), on the other
hand, the overall spectral feature appears to be quite differ-
ent from those at x ¼ 0:0 and 0.4. As seen in Fig. 4(a), we
observe a holelike band with a weak intensity at EB ¼
0–0:3 eV, together with a less dispersive bright intensity
pattern at�0:6 eV. The former band is assigned to the bulk
valance band which is seen at EB ¼ 0:4–0:6 eV at x ¼ 0:4,
whereas the latter band is one of the valance band which
corresponds to the feature at �1:0 eV for x ¼ 0:0 [see
Figs. 1(c)–1(f)], suggesting that the Dirac point for x ¼
1:0 is located in the unoccupied region.
To quantitatively evaluate the evolution of the electronic

states upon Sb substitution, we plot in Fig. 4(d) the band
dispersions determined from the peak positions in the
energy- or momentum-distribution curves. One can recog-
nize that the energy shift of the surface states and bulk
bands proceeds roughly in a rigid-band manner since the
bands for different x values nearly overlap with each other
when we plot their energy positions with respect to the
Dirac-point energy, despite the total � shift of as large as
0.6 eV. Indeed, the band dispersion below EF for x ¼ 1:0
suggests that the Dirac point is located above EF by
�50 meV, pointing to the sign change of Dirac carriers
from n type to p type at some x between 0.4 and 1.0, in
agreement with the Hall coefficient measured with our
samples which exhibits a negative value at x ¼ 0:0–0:4
and a positive value at x ¼ 1:0. The present result thus
demonstrates that the substitution of Bi with Sb results in
the � shift without significantly altering the shape of the
Dirac surface state, as highlighted in the schematic band
picture in Fig. 4(e).

FIG. 4 (color online). (a)–(c) Comparison of (a) the near-EF band dispersions, (b) the energy distribution curves, and (c) the Fermi
surface in PbðBi1�xSbxÞ2Te4 for three x values (x ¼ 0:0, 0.4, and 1.0). (d) The bulk (circles) and surface (crosses) band dispersions
relative to the Dirac point for the three compositions x ¼ 0:0, 0.4, and 1.0, estimated by tracing the peak positions of energy- and
momentum-distribution curves. The locations of the chemical potential for the three compositions with respect to the Dirac point are
shown by horizontal dashed lines. (e) Schematic 3D picture of the Dirac-band surface state and the position of � for each x.
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The experimental realization of the sign change of Dirac
carriers points to the high potential of Pb-based ternary
chalcogenides for investigation of the various novel topo-
logical phenomena which requires the control of Dirac
carrier conduction. It would also provide an excellent plat-
form for the development of novel topological devices with
p-n junction configurations that are essential for various
applications as in semiconductor technology as well as
with dual-gate configuration for the electric control of
spins [20]. Moreover, the observed variation in the
chemical-potential value of �0:6 eV as achieved by the
Bi=Sb replacement, which is the largest among known
topological insulators, is useful for varying the Dirac car-
rier concentrations in a wide range, though bulk carriers
coexist in most of the ranges. A next important step would
be to synthesize a truly bulk insulating sample, which
could be accessible by a fine control of the Bi=Sb ratio in
the crystal.

In summary, we have reported the ARPES study on Pb-
based ternary tellurides PbðBi1�xSbxÞ2Te4. We found di-
rect evidence for the Dirac-cone topological surface state
within the indirect bulk band gap. Moreover, we have
revealed a sign change of Dirac carriers from n type to p
type upon variation in the Sb concentration x, demonstrat-
ing tunable Dirac carriers. The Pb-based ternary chalcoge-
nide system is thus a promising candidate for investigating
novel topological phenomena in topological insulators.
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We show that in the new topological-insulator compound Bi1:5Sb0:5Te1:7Se1:3 one can achieve a

surfaced-dominated transport where the surface channel contributes up to 70% of the total conductance.

Furthermore, it was found that in this material the transport properties sharply reflect the time dependence

of the surface chemical potential, presenting a sign change in the Hall coefficient with time. We

demonstrate that such an evolution makes us observe both Dirac holes and electrons on the surface,

which allows us to reconstruct the surface band dispersion across the Dirac point.

DOI: 10.1103/PhysRevLett.107.016801 PACS numbers: 73.25.+i, 71.18.+y, 72.20.My, 73.20.At

The three-dimensional (3D) topological insulator (TI)
hosts a metallic surface state that emerges due to a non-
trivial Z2 topology of the bulk valence band [1,2]. This
peculiar surface state offers a new playground for studying
the physics of quasiparticles with unusual dispersions, such
as Dirac or Majorana fermions [3,4]. However, most of the
known TI materials are poor insulators in their bulk, hin-
dering transport studies of the expected novel surface
properties [3,4]. Last year, we discovered that the TI
material Bi2Te2Se (BTS) presents a high resistivity ex-
ceeding 1 �cm [5], which made it possible to clarify
both the surface and bulk transport channels in detail.
Also, we found that in our BTS sample the surface channel
accounts for �6% of the total conductance. For this com-
pound, Xiong et al. recently reported an even higher re-
sistivity in the range of 5–6 �cm [6]. Since the source of
the residual bulk carriers in BTS is the acceptor states [5],
reducing the number of antisite defects working as accep-
tors in this promising material is an important challenge for
the advancement of the TI research.

In this work, we tried to optimize the composition of
BTS by reducing the Te:Se ratio and introducing some Sb
into Bi positions [7], while keeping the ordering of the
chalcogen layers as in BTS [Fig. 1(a), [8] ]. The x-ray
powder diffraction patterns shown in Fig. 1(b) demon-
strate that the chalcogen ordering is still present in
Bi1:5Sb0:5Te1:7Se1:3 (BSTS), and we focus on this com-
pound in this Letter. We found that in BSTS one can
achieve an even larger surface contribution (up to 70%)
than in BTS. We also found that the surface state of BSTS
changes with time, and, intriguingly, we observed quantum
oscillations from Dirac holes, the negative energy state of
the Dirac fermions, as well as those from Dirac electrons in
the same sample at different time points. We show that this
time evolution can be used to reconstruct the surface band
structure across the Dirac point, providing a unique way to
determine the dispersion relation of the surface state.

Single crystals of BSTS were grown by melting high-
purity (99:9999%) elements of Bi, Sb, Te, and Se with
a molar ratio of 1:5:0:5:1:7:1:3 at 850 �C for 48 h in

evacuated quartz tubes, followed by cooling to room
temperature over one week. For transport measurements,
crystals were cut along the principal axes, and cleaved just
before the measurements. Ohmic contacts were made with
room-temperature cured silver paste. The resistivity �xx

and the Hall resistivity �yx were measured simultaneously

by a standard six-probe method [9] by sweeping the mag-
netic field B between �14 T at 0:3 T=min while stabiliz-
ing the temperature T to within �5 mK.
Freshly cleaved thin samples were used for studying the

surface transport in BSTS. As shown in Fig. 1(c), �xx in
BSTS sharply increases upon lowering temperature from
300 K, which is characteristic of an insulator, but it satu-
rates below �100 K due to the metallic surface transport

FIG. 1 (color online). (a) Basic structure unit of
Bi1:5Sb0:5Te1:7Se1:3 (BSTS). (b) X-ray powder diffraction pat-
terns of BSTS, Bi2Te2Se, and Bi2Te3. Dashed lines indicate the
positions of the peaks characteristic of the ordering of Se and Te
(Te=Se) layers. (c) T dependence of �xx measured repeatedly in
time in a cleaved 30-�m-thick BSTS sample. (d) T dependence
of the low-field RH, presenting a sign change with time. The
dashed line represents the Arrhenius-law fitting to the data above
150 K, which is also shown in the inset.
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as well as the bulk impurity-band (IB) transport [5]. This
behavior is essentially the same as in BTS.What is peculiar
in BSTS is that �xxðTÞ increases slowly with time and,
furthermore, the low-temperature Hall coefficient RH

changes sign with time in thin samples. As an example,
Figs. 1(c) and 1(d) show �xxðTÞ and RHðTÞ data of a
30-�m-thick BSTS sample, measured repeatedly in about
one month. In contrast to the relatively small change in �xx

[Fig. 1(c)], RH at low temperature exhibits rather drastic
evolution [Fig. 1(d)] from positive to negative, whereas RH

at high temperature is essentially unchanged with time.
This suggests that the source of the time dependence re-
sides in the surface channel. In passing, RHðTÞ above
150 K is positive and demonstrates an activated behavior
[shown by the dashed line in Fig. 1(d)], signifying the
thermal excitation of holes with an effective activation
energy of �60 meV. This is similar to what we observed
in BTS [5].

To understand the nature of the time evolution, the
Shubnikov–de Haas (SdH) oscillations were measured in
the aforementioned 30-�m-thick sample twice, 5 h after
cleavage (called p state) and 725 h later (called n state),
between which RH changed sign (the sample was kept at
300 K in air). In BSTS, the oscillations do not fade out even
after long exposure to air, as opposed to other TI materials
like Sb-doped Bi2Se3 [10]. The SdH oscillations were
clearly observed in �xxðBÞ in our samples, but they were
not clear in �yxðBÞ, so the following SdH analysis is

restricted to �xxðBÞ. Figures 2(a) and 2(b) show d�xx

dB

for both the p and n states, plotted as a function of
B�1
? ½� ðB cos�Þ�1�, where � is the angle between B and

the C3 axis. Several equidistant maxima and minima are
easily recognized, and importantly, the positions of max-
ima and minima depend solely on B?, which signifies a 2D
character of the observed oscillations. Insets show the
Fourier transform of the oscillations at � ¼ 0�. Two fre-
quencies are clearly seen in the p state, but the second one
(60 T) is probably a harmonic of the primary frequency
F ¼ 30 T. On the other hand, only the primary F ¼ 50 T
is seen in the n state. The averaged Fermi wave number kF
is obtained by using the Onsager relation F¼ð@c=2�eÞ�k2F,
resulting in kF of 3:0� 106 and 3:9� 106 cm�1 for the p
and n states, respectively. This corresponds to the surface
hole (electron) concentration of 7:2�1011 ð1:2�1012Þcm�2

for a spin-filtered surface state. Fitting the standard
Lifshitz-Kosevich theory [11] to the temperature depen-
dences of the SdH amplitudes [Figs. 2(c) and 2(d)] gives
the cyclotron mass mc of ð0:10� 0:01Þme for holes and
ð0:075� 0:003Þme for electrons (me is the free electron
mass). Also, from the B dependence of the SdH amplitudes
[insets of Figs. 2(c) and 2(d)] one can obtain the scattering
time � of 5:8� 10�14 s (4:2� 10�14 s) for holes (elec-
trons) through the Dingle analysis.

From the measured values of kF and mc, one obtains the
effective Fermi velocity v�

F ( � @kF=mc) of 3:5� 105 m=s

and 6:0� 105 m=s for holes and electrons, respectively.
Now we discuss that this difference between the two v�

F

bears crucial information regarding the Dirac cone: If the
surface state consists of ideal Dirac fermions, the Fermi
velocity is independent of k and is particle-hole symmet-
ric. However, the energy dispersions of the surface states in
Bi-based TI materials generally deviate from the ideal
Dirac cone, and it can be described as [12]

EðkÞ ¼ EDP þ vF@kþ @
2

2m� k
2; (1)

where EDP is the energy at the Dirac point (DP), vF is the
Fermi velocity at the DP, and m� is an effective mass that
accounts for the curvature in EðkÞ. The effective Fermi
velocity v�

F reflects the local curvature in EðkÞ and can be
expressed as v�

FðkÞ ¼ ð@E=@kÞ=@ ¼ vF þ @k=m�. The p
and n states correspond to the situations where the Fermi
energy EF is below or above the DP, respectively, and
the time evolution of RH is a manifestation of the time-
dependent change of the surface chemical potential.
By using the kF and v�

F values obtained for the p and n
states, we can solve simultaneous equations to obtain vF ¼
4:6� 105 m=s and m� ¼ 0:32me. This mean that the time
evolution of the transport properties allowed us to do a

FIG. 2 (color online). (a),(b) d�xx

dB vs B�1
? measured in tilted

magnetic fields in the p (5 h) and n (730 h) states. All curves are
shifted for clarity. Insets show the Fourier transforms of the data
at � ¼ 0�. (c),(d) T dependences of SdH amplitudes for � ¼ 0�
shown in (a) and (b) and their theoretical fittings; insets show
�Rxx vs B

�1 after subtracting a smooth background. (e) Landau-
level fan diagram obtained from the oscillations in �Rxx at 1.5 K
and � ¼ 0�; minima and maxima in �Rxx correspond to nosc and
nosc þ 1

2 , respectively.
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‘‘spectroscopy’’ of the surface state to determine its dis-
persion, from which we can further estimate the position of
EF to lie 80 meV below (140 meV above) the DP in
the p (n) state. Finally, the mean free path ‘s ¼ v�

F�
is about 20 nm (40 nm) and the surface mobility �SdH

s ¼
ðe‘sÞ=ð@kFÞ is about 1:0�103 cm2=Vs (9:8�102 cm2=Vs)
in the p (n) state.

To infer the Dirac nature of the surface state from the
SdH oscillations [13,14], Fig. 2(e) shows the Landau-level
(LL) fan diagram, which presents the values of B�1 at the
noscth minima in the �xx oscillations as a function of nosc
[14]. In the case of ideal Dirac particles, the diagram for
holes (electrons) intersects the nosc axis at �0:5 (0.5),
reflecting the � Berry phase [13–15]. However, in recent
SdH studies of TIs [5,6,10,16–18] exact � Berry phase has
rarely been reported and this deviation has been a puzzle.
The Zeeman coupling of the spins to the magnetic field can
be a source of this discrepancy [10], and in addition, the
deviation of EðkÞ from the ideal linear dispersion also
causes the Berry phase to shift from � [14]. We therefore
followed the scheme of Ref. [14] to see if the LL fan
diagram obtained for BSTS can be understood by consid-
ering these additional factors: The solid lines in Fig. 2(e)
show the theoretical LLs for the nonideal Dirac fermions
[14] with the band parameters already obtained (vF ¼
4:6� 105 m=s and m� ¼ 0:32me) and a surface g factor
gs ¼ 20 (which is the sole fitting parameter). Those lines
agree reasonably well with the experimental data for both
the p and n states, supporting not only the Dirac nature of
the observed surface state but also the conjecture that the
holes and electrons reside on the same Dirac cone.

Now we discuss the mechanism for the time evolution of
the transport properties in BSTS. At low temperature, the
Fermi level is pinned to the IB in the bulk [5], so the ob-
served development most likely comes from a change in
the surface as schematically shown in Figs. 3(a) and 3(b).
To understand the p state where holes dominate the Hall
response, one must assume that an upward band-bending
occurs just after cleavage, putting the Fermi level below
the DP and simultaneously creating a hole accumulation
layer (AL) near the surface [Fig. 3(a)]. The air exposure
apparently causes n-type doping on the surface as was
reported for Bi2Se3 [19], leading to a downward band-
bending [Fig. 3(b)].

In the above picture, there must be three transport chan-
nels in the p state: surface Dirac holes, bulk IB, and the
surface AL due to the band bending. Hence, one may
wonder if the SdH oscillations observed in the p state
might actually be due to the AL, rather than the Dirac
holes. Fortunately, one can see that this is not the case, by
analyzing the nonlinear B dependence of �yx. In the fol-

lowing, we discuss the analyses of the �yxðBÞ data, starting
from the simpler case of the n state.

As in BTS [5], the �yxðBÞ curves in the n state of BSTS

can be well fitted with a simple two-band model described

in Ref. [5]. The dashed line in Fig. 3(c) is a result of such
fitting to the 1.5-K data, where the fitting parameters are
the bulk electron density nb ¼ 2:3� 1016 cm�3, the bulk
mobility �b ¼ 190 cm2=Vs, and the surface mobility
�s ¼ 1250 cm2=Vs (the surface electron density was
fixed at 1:2� 1012 cm�2 from the SdH data). These pa-
rameters give the residual bulk conductivity �b of
0:73 ��1 cm�1, and the surface contribution to the total
conductance can be estimated as Gs=ðGs þ �btÞ 	 0:1,
where Gs 	 2:4� 10�4 ��1 is the sheet conductance of
the surface and t ¼ 30 �m is the thickness.
In the p state, the AL must also be taken into account, so

we tried a three-band analysis in which we assumed that
the bulk carriers are the same as in the n state. The solid
line in Fig. 3(c) shows a result of the fitting to the 1.5-K
data, where the fitting parameters are the AL mobility
�s0 ¼ 770 cm2=Vs, the AL sheet conductance Gs0 ¼
2:2� 10�3 ��1, and the Dirac-hole mobility �s ¼
1170 cm2=Vs (the Dirac-hole density was fixed at
7:2� 1011 cm�2 from the SdH data). To understand the
relative importance of the three channels, it is instructive to
examine the individual contributions to the total �yx: as

shown in Fig. 3(d), the putative �yxðBÞ due solely to the

surface Dirac holes (curve 1) is strongly modified when
the residual bulk contribution is added (curve 1þ 2), but it
is still different from the measured �yxðBÞ; only when the

third contribution of the AL is added (curve 1þ 2þ 3), the
�yxðBÞ behavior is well reproduced.
Based on the above analysis, one can see that it is

impossible to interpret the SdH oscillations in the p state
to originate from the AL: if the SdH oscillations were due

FIG. 3 (color online). (a),(b) Schematic picture of the bulk and
surface states and the surface band bending for the p and n
states, respectively. EC (EV) is the conduction-band bottom
(valence-band top); shaded band depicts the impurity band.
(c) �yxðBÞ data at 1.5 K in the p and n states. The dashed (solid)

line is the fitting of �yxðBÞ in the n state (p state) using the two-

band (three-band) model. (d) Decomposition of the three-band
�yxðBÞ fitting in the p state (see text).
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to the AL, the third transport channel must be the surface
Dirac holes; however, the sheet carrier density ns0 of the
third channel is estimated as ns0 ¼ Gs0=ðe�s0 Þ 	
1:8� 1013 cm�2, which is too large for Dirac holes for
which kF & 5� 106 cm�1 [20] and hence ns0 must be
& 2� 1012 cm�2. Therefore, one can safely conclude
that the SdH oscillations are due to the Dirac holes.

Last, we show that the surface conductance in BSTS can
be estimated by simply changing the thickness. Figure 4
shows the �xxðTÞ data of a different sample, measured first
in 67-�m thickness, and later cleaved to 8-�m thick [21].
The overall behavior of �xxðTÞ is similar between the two
curves, but a striking difference lies in their low-T satura-
tion values �sat

1 (for 67 �m) and �sat
2 (for 8 �m): it is lower

in the thinner sample, implying a larger relative surface
contribution. Note that the resistance Rxx duly increases
upon reducing the thickness, as shown in the upper inset of
Fig. 4. Instructively, the difference in �xx disappears at
high T where the bulk conduction dominates. From the
observed difference in �sat

i one can estimate the surface and
bulk contributions to the total conductivity by using �sat

i ¼
½ðGs=tiÞ þ �b��1. We obtain Gs 	 1:8� 10�4 ��1 and
�b 	 0:1 ��1 cm�1, and this �b is much smaller than
that in the 30-�m-thick sample examined in Fig. 1. This
is probably because the number of acceptors is smaller in
this second sample [22], as can be inferred in the high-
temperature RH behavior [lower inset of Fig. 4]. The
obtained values of Gs and �b allows us to calculate the
fraction of the surface contribution to the total conduc-
tance,Gs=ðGs þ �btiÞ, for the 67- and 8-�m thick samples
to be 0.2 and 0.7, respectively. Therefore, when the thick-
ness of a BSTS sample is reduced to & 10 �m, one can

achieve a bulk TI crystal where the topological surface
transport is dominant over the bulk transport.
In summary, we show that one can achieve a surface-

dominated transport in the new TI compound
Bi1:5Sb0:5Te1:7Se1:3. The surface band bending and its
time dependence makes it possible to observe the SdH
oscillations of both Dirac holes and electrons, with which
we could determine the surface band dispersion across the
Dirac point. In addition, by analyzing the nonlinear �yxðBÞ
curves, we could identify the role of the surface accumu-
lation layer in the transport properties. Obviously, this
material offers a well-characterized playground for study-
ing the topological surface state.
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Optimizing Bi2-xSbxTe3- ySe y solid solutions to approach the intrinsic topological insulator regime
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To optimize the bulk-insulating behavior in the topological insulator materials having a tetradymite structure,
we have synthesized and have characterized single-crystal samples of Bi2-xSbxTe3-ySey solid solution at various
compositions. We have elucidated that there are a series of intrinsic compositions where the acceptors and donors
compensate each other and present a maximal bulk-insulating behavior. At such compositions, the resistivity can
become as large as several � cm at low temperatures, and one can infer the role of the surface-transport channel
in the nonlinear Hall effect. In particular, the composition of Bi1.5Sb0.5Te1.7Se1.3 achieves the lowest bulk carrier
density and appears to be best suited for surface-transport studies.
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I. INTRODUCTION

The three-dimensional (3D) topological insulator (TI)1–5

possesses spin-momentum-locked gapless surface states that
are expected to host a variety of interesting quantum
phenomena.6,7 While a number of materials has been identified
to be 3D TIs,8–18 most of the known TI materials are poor
insulators in the bulk, and finding ways to achieve a bulk-
insulating state is an important current theme.19–25 Recently, a
large bulk resistivity together with clear quantum oscillations
from the surface state were observed in a ternary tetradymite TI
material Bi2Te2Se (BTS).26,27 In this material, the chalcogens
(Te and Se) are separated into different lattice sites, forming
the ordered Te-Bi-Se-Bi-Te quintuple layers. This ordering
provides a chemical environment suitable for reducing defect
formations.26 As a result, the chalcogen-ordered tetradymite
TI is a promising material for approaching the intrinsic TI
regime where the bulk carriers are negligible. Since the
residual bulk carrier density in BTS was found to be on
the order of 1017 cm−3,26 it was desirable to find an appropriate
route to further improve the bulk-insulating properties of the
chalcogen-ordered tetradymite TI material.

In this respect, the tetradymite solid solution
Bi2-xSbxTe3-ySey (BSTS) is interesting because it is
known that some special combinations of x and y in this
solid-solution system yield very low conductivity.28 Except
for a narrow composition region close to Sb2Se3, BSTS takes
the same rhombohedral structure as its three end members
Bi2Te3, Bi2Se3, and Sb2Te3, all known to be TIs.11–14 Hence,
BSTS is naturally expected to be a TI as long as its structure is
rhombohedral. Note that the BTS compound, where a perfect
chalcogen ordering is presumably achieved, can be regarded
as a member of this family (x = 0, y = 1).

Originally, the BSTS solid solution attracted attention
because of its promising thermoelectric properties for near-
room-temperature applications.29 Decades of effort were
devoted to optimizing the thermoelectric performance through
tuning the composition and/or doping in the degenerate regime,
resulting in a dimensionless figure of merit ZT (=S2T/ρκ ,
where S is the thermopower, ρ is the electrical resistivity,
and κ is the thermal conductivity) close to 1. By contrast,
nearly no effort was made to obtain insulating behavior in this
family; nevertheless, because two prevailing types of charged
defects that exist in BSTS [(Bi,Sb)/Te antisite defects and the

Se vacancy defects] introduce carriers of opposite signs, a
careful tuning of x and y would, in principle, substantially
cancel the bulk carriers and allow one to maximize the
bulk-insulating properties. In fact, based on a systematic
study of polycrystalline BSTS samples at room temperature,
Teramoto and Takayanagi inferred28 that a series of such
intrinsic compositions exist and that the values of x and y

for such compositions are linearly coupled. Unfortunately, the
temperature dependence of the resistivity was not measured in
their experiment, so it was not clear to what extent an insulating
state was actually realized.

In the present paper, we perform a systematic study of
the transport properties of the BSTS solid solution for a
wide range of compositions and temperature, with the aim
of maximizing the insulating property. It was found that the
compositions suggested in Ref. 28 do not exactly correspond
to the optimal compositions for insulating behavior. Instead,
we determined a series of optimized compositions, where the
relationship between x and y is obviously nonlinear. The BSTS
crystals at the optimized compositions with 0 � x � 1 were
found to present a large bulk resistivity exceeding 1 � cm
at low temperatures, and their transport properties at high
temperatures signify the existence of a small activation gap.
This result gives evidence for the existence of a series of
BSTS solid solutions where the electron and hole carriers
are nearly compensated. In particular, it appears that, at
(x,y) = (0.5,1.3) (Bi1.5Sb0.5Te1.7Se1.3), the compensation is
maximally realized. Although the chances of observing the
Shubnikov–de Haas (SdH) oscillations in BSTS samples are
not very high, one can use the nonlinear Hall effect, which is
always observed at low temperature, as a tool to infer the role
of the surface-transport channel.

II. EXPERIMENTAL DETAILS

The single crystals of Bi2-xSbxTe3-ySey were grown by
melting stoichiometric amounts of high-purity elements [Bi,
Sb, and Te were 6N (99.9999%), while Se was 5N (99.999%)]
in sealed evacuated quartz tubes at 850 ◦C for 48 h with
intermittent shaking to ensure a homogeneity of the melt,
followed by cooling slowly to 550 ◦C, and then annealing
at that temperature for 4 d. The resulting crystals have a
typical domain size of up to several centimeters and are easily
cleaved along the (111) plane to reveal a shiny surface. The
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crystal structure of each sample was investigated by x-ray
diffraction (XRD) analysis with Cu Kα emission, which was
performed on powders obtained by crushing the crystals.
Lattice parameters were refined by a least-squares fitting to
the XRD data with the consideration of the zero shifts. All the
samples used for transport measurements were confirmed to
be single domain by using x-ray Laue analysis, and they were
cut into thin bar-shaped specimens with a typical thickness of
100 μm. The in-plane resistivity ρxx and the Hall resistivity
ρyx were measured by using the standard six-probe method in a
Physical Properties Measurement System (PPMS-9, Quantum
Design, Inc.) down to 1.8 K, shortly after the electrical contacts
were prepared by using room-temperature-cured silver paste.

III. INTRINSIC COMPOSITIONS

Figures 1(a)–1(c) present how the compositions of the solid
solution were optimized for the insulating behavior. Initially,

FIG. 1. (Color online) (a) and (b) Temperature dependences of
ρxx for BSTS samples with fixed x’s and different y’s, showing how
the compositions were optimized for the insulating behavior; panel (a)
is for x = 0 (Bi2Te3-ySey) and panel (b) is for x = 1 (BiSbTe3-ySey).
(c) ρxx(T ) data used for optimizing the composition along the
structural phase boundary [line AB in panel (d)]. (d) Composition-
structure diagram of the BSTS system. The circles denote the intrinsic
compositions determined in the present paper, while the dashed line
denotes those suggested in Ref. 28. This diagram was determined by
first fixing the Sb content x and optimizing the Se content y for that x;
the possible error in the optimized y value for a given x is the step size
in the optimization process and is represented by the symbol size.

we synthesized and characterized samples for the intrinsic
compositions suggested in Ref. 28. However, it turned out
that, except for the (x,y) = (0.5,1.3) case, all those samples
were only poorly insulating or even metallic, with a nearly
T -independent Hall coefficient signifying the existence of
electron carriers with a density of 1018–1019 cm−3, which
indicated that there were too many Se vacancies that were not
sufficiently compensated by the (Bi,Sb)/Te antisite defects.
Therefore, we tried to optimize the composition by increasing
the Se content y while fixing the Sb content x. The examples
for x = 0 and 1 are shown in Figs. 1(a) and 1(b). Also, we
have performed a similar optimization along the structural
phase boundary [line AB in Fig. 1(d)] in which one must
simultaneously vary the values of x and y. As shown in
Fig. 1(c), the composition (x,y) = (1.5,2.4) suggested in
Ref. 28 yielded only metallic samples; moving to (x,y) =
(1.4,2.44) was not sufficient, and finally, at (x,y) = (1.25,2.5),
we found an insulating behavior.

The summary of the optimized compositions is shown in
the composition-structure diagram [Fig. 1(d)] together with
the linear intrinsic composition line suggested in Ref. 28. The
possible errors in our experiment, which mostly come from
the finite step size in the optimization process, are represented
by the symbol size. Obviously, the relationship between x and
y in the true intrinsic compositions is not linear but shows
an upward curvature in this diagram. It should be noted that
the authors of Ref. 28 used polycrystalline samples and only
measured the conductivity at room temperature;28 therefore,
it is not surprising that the present result does not agree with
their conclusion.

IV. CRYSTAL STRUCTURE

Figure 2(a) shows the powder XRD patterns for a series of
BSTS solid solutions at the optimized compositions, together
with the Bi2Te3 data, which are shown for comparison. The
patterns for all the samples are essentially the same and can
be well indexed with the rhombohedral structure (space group
R3̄m), confirming that the solid solutions maintain the same
crystal structure as their binary end members Bi2Te3, Bi2Se3,
and Sb2Te3. The refined lattice parameters are summarized in
Table I. As the system moves toward Sb2Se3, both the a and
the c lattice parameters tend to decease, which is reasonable
because the ionic radius of Sb (Se) is smaller that that
of Bi (Te).

It is important to note that the (107) and (0012) peaks,
both of which are characteristic of the compounds with the
BTS-type chalcogen ordering, are present in all BSTS samples,
as can be seen in the magnified plot [Fig. 2(b)]. This indicates
that the ordering of the chalcogen layers is preserved to some
extent despite a large change in stoichiometry. To understand
this observation, it is useful to recall the structure of the
tetradymite, which is composed of stacked AV

2 BVI
3 (AV =

Bi,Sb; BVI = Te,Se) quintuple layers. Within the quintuple
layer, the atoms are arranged in the sequence of BVI(1) −
AV − BVI(2) − AV − BVI(1), where BVI(1) and BVI(2) are
two inequivalent crystallographic sites. Because Se has a larger
electronegativity than Te, the Se atoms preferentially occupy
the BVI(2) site and the remaining (y − 1)Se + (3 − y)Te atoms
are distributed randomly in the BVI(1) site when y is larger
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FIG. 2. (Color online) (a) Power XRD patterns for a series of
BSTS samples at optimized compositions. The pattern for Bi2Te3

is also shown for comparison. All diffraction peaks can be indexed
based on the rhombohedral structure with the R3̄m space group.
(b) An enlarged view of the data near the (108) peak. Arrows mark
the (107) and (0012) peaks related to the ordering of the chalcogen
layers.

than 1.30 Such an asymmetric arrangement of the chalcogen
layers bears a similarity to that in BTS and accounts for the
XRD results.

V. RESISTIVITY

Figure 3(a) shows the typical temperature dependences of
ρxx for the optimized compositions. It should be noted that
the ρxx value was found to be sample dependent and could
vary by a factor of 3 within the same composition, probably
due to different levels of defect concentrations. Nevertheless,
the activated behavior was essentially reproducible within
the same batch, and the variation in terms of the activation
energy was about 10%. The magnitude of ρxx at room
temperature in Fig. 3(a) ranges from 25 to 140 m� cm, which
is generally larger than that found in BTS.26 Except for the
(x,y) = (1.25,2.5) composition, which has the largest Se

FIG. 3. (Color online) (a) Temperature dependences of ρxx for
a series of BSTS samples at optimized compositions. Note that the
vertical axis is in the logarithmic scale. (b) and (c) are the Arrhenius
plot [log10 ρxx vs 1/T ] and the 3D-variable-range-hopping (VRH)
plot [log10 ρxx vs T −1/4] of the ρxx(T ) data, respectively. Dashed
lines represent linear fittings to the regions where the activation and
the VRH behaviors can be recognized.

content, the overall temperature dependence of ρxx is similar
and can be divided into three regimes:

TABLE I. Important parameters obtained for the optimized compositions. � and �∗ are the thermal activation energies determined from
the temperature dependences of ρxx and RH, respectively. The effective acceptor concentration N eff

A is estimated from the relation R−1
H ≈

e
√

N eff
A NV exp(−�∗/kBT ), where NV = 5.2 × 1018 cm−3 (Ref. 26) was assumed. Note that, among the samples with the same composition,

� and �∗ vary by ∼10%, and N eff
A could vary by a factor of 3, probably due to different levels of defect concentrations.

a c ρ300 K
xx ρ1.8 K

xx R300 K
H R1.8 K

H � �∗ N eff
A

Composition (Å) (Å) (m� cm) (� cm) (cm3/C) (cm3/C) (meV) (meV) (cm−3)

Bi2Te1.95Se1.05 4.28 29.86 14 1.1 2.6 −200 22 33 9 × 1018

Bi1.75Sb0.25Te1.85Se1.15 4.26 29.84 25 2.1 2.3 −610 43 60 5 × 1019

Bi1.5Sb0.5Te1.7Se1.3 4.24 29.83 140 4.5 2.7 −910 53 65 6 × 1019

Bi1.25Sb0.75Te1.3Se1.7 4.20 29.58 44 2.2 2.7 −370 38 48 2 × 1019

BiSbTeSe2 4.16 29.41 77 5.5 2.4 802 30 22 1 × 1018

Bi0.75Sb1.25Te0.5Se2.5 4.12 29.16 25 0.38 −10.6 207
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(i) Activated regime. In the temperature range above
∼100 K, the ρxx(T ) data can be fitted with the Arrhenius law,

ρxx ∼ exp(�/kBT ), (1)

where � is the activation energy and kB is the Boltzmann
constant. In Fig. 3(b), we show the Arrhenius plot of the data
together with linear fittings to obtain �. The � values are
summarized in Table I, and they vary from 22 to 53 meV;
however, since the temperature range of this activated behavior
is not very wide, the obtained � should not be taken too
literally.

(ii) Variable-range hopping (VRH) regime. Below the
temperature range of the activated behavior mentioned above,
the ρxx(T ) appears to be better described by the 3D-VRH
behavior,

ρxx ∼ exp[(T/T0)−1/4], (2)

where T0 is a constant that depends on the density of states at
the Fermi level EF. For example, in the data for Bi2Te1.95Se1.05
(marked by squares in Fig. 3), the VRH behavior holds for
60–140 K, while the activated behavior holds for 110–300 K.
However, it should be noted that the temperature range where
this VRH behavior appears to hold can have a significant
overlap with the activated temperature range. For example,
in the case of Bi1.25Sb0.75Te1.3Se1.7 (marked by diamonds
in Fig. 3) where the distinction is the most ambiguous, the
activation behavior and the VRH behavior appear to hold in
similar ranges, 85–140 and 90–170 K, respectively. Hence,
the distinction between the two transport mechanisms can be
a subtle issue, and it probably depends on the level of disorder
in the sample.

(iii) Saturation regime. At low temperatures, ρxx tends
to saturate, rather than to diverge as expected for intrinsic
semiconductors, implying the existence of some extended
states at EF in the zero-temperature limit. In this regime,
the magnetic-field dependence of the Hall resistivity ρyx is
generally nonlinear (as will be described in detail later), which
points to the existence of two or more transport channels. In the
BTS compound, it was elucidated26 that the topological surface
state and a degenerate bulk impurity band both contribute to the
low-temperature saturated resistivity. In addition, our recent
study of the Bi1.5Sb0.5Te1.7Se1.3 compound has identified31

the third contribution of the accumulation layer (which is
caused by the surface band bending and is topologically
trivial) in samples where the Hall coefficient is positive at
low temperatures.

VI. HALL COEFFICIENT

To further characterize the transport properties, we have
performed the Hall measurements. Figure 4(a) shows the
temperature dependences of the low-field Hall coefficient RH,
defined as RH = ρyx/B near B = 0, for the same series of
samples. Above ∼150 K, ρyx is always linear in B so that
ρyx/B is magnetic-field independent, and the resulting RH is
positive and shows a thermal-activation behavior in all the
BSTS samples except Bi0.75Sb1.25Te0.5Se2.5. The positive and
activated RH(T ) behavior indicates that the dominant charge
carriers are thermally excited holes in the bulk valence band.
By contrast, the high-temperature RH in Bi0.75Sb1.25Te0.5Se2.5

FIG. 4. (Color online) (a) Temperature dependences of the low-
field Hall coefficient RH for a series of BSTS samples at optimized
compositions. The inset shows an enlarged view of the data between
150 and 300 K. (b) Arrhenius plot of RH(T ) at high temperatures for
a series of samples except Bi0.75Sb1.25Te0.5Se2.5 where the activation
behavior was not clearly observed; the data are shifted vertically
for clarity. Dashed lines are the Arrhenius-law fittings to extract the
activation energy �∗. (c) The value of RH at 1.8 K plotted as a function
of the Se content y. (d) Magnetic-field dependence of ρyx for the
Bi1.5Sb0.5Te1.7Se1.3 sample at 1.8 K; the solid line is a two-band-model
fitting (Ref. 26) to the data. The obtained fitting parameters give a
surface conductance of 1.4 × 10−4 �−1 and a bulk conductivity of
0.21 �−1 cm−1; since the measured sample was 120-μm thick, the
surface contribution was 5% of the total conductance.

is negative and only weakly dependent on temperature, which
indicates that the electron carriers created by Se vacancies in
this compound are degenerate near room temperature. Thus,
the sign change in the high-temperature RH at the largest Se
content y in our series of samples reflects a change in the
dominant defects from the Bi(Sb)/Te antisites (acceptors) to
the Se vacancies (donors). Note that, in those samples, both
acceptors and donors are expected to exist, and the observed
charge-carrier concentration is likely to be determined by their
competition.
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From the Arrhenius plot of RH(T ) [Fig. 4(b)], one obtains
the effective acceptor concentration N eff

A together with the
effective activation energy �∗, both are summarized in Table I.
It should be noted that, among the samples with the same
composition, the variation in �∗ was within ∼10%, while
N eff

A could vary up to a factor of 3, reflecting the variation
in the resistivity behavior within the same batch mentioned
in Sec. V. One can see that the �∗ values are not much
different from the � values derived from the ρxx(T ) data for
the same samples, and the difference is less than 30%. This
small difference can probably be ascribed to the temperature
dependence of the mobility. Intriguingly, N eff

A and �∗ seem
to be correlated; namely, larger N eff

A is accompanied by larger
�∗. However, the origin of this behavior is not clear at the
moment.

At lower temperatures below 100 K, ρyx(B) is no longer a
linear function of B, and RH becomes very much dependent
on composition. Figure 4(c) shows this variation in terms of
the RH value at 1.8 K plotted vs y.32 The largest |RH| was
observed in Bi1.5Sb0.5Te1.7Se1.3, where RH = −910 cm3/C at
1.8 K. This value could naively correspond to a very low carrier
density of 7 × 1015 cm−3; however, as we have demonstrated
for BTS,26 such a naive estimate based on the low-field RH

is not reliable when there are multiple transport channels
that cause ρyx(B) to become nonlinear. Indeed, ρyx(B) was
found to be nonlinear in Bi1.5Sb0.5Te1.7Se1.3 [Fig. 4(d)], and
an accurate estimate of the bulk and surface carrier densities is
difficult without employing additional information from SdH
oscillations.26,33 Nevertheless, by using the simple two-band
model to consider both the bulk and the surface-transport
channels26 [note that the accumulation layer31 is irrelevant
here since the slope of ρyx(B) is negative], one can make
a reasonable fitting to the data [solid line in Fig. 4(d)],
which yields the bulk carrier density 1.8 × 1016 cm−3, the
bulk mobility 73 cm2 V−1 s

−1
, the surface carrier density

1.5 × 1011 cm−2, and the surface mobility 2900 cm2 V−1 s−1.
(In the fitting procedure, the parameters were constrained by
the measured ρxx value in 0 T.) Based on this fitting result,
one can estimate the contribution of the surface transport to
the total conductance to be ∼5%, which is reasonably large
considering the thickness (120 μm) of the measured sample.

VII. DISCUSSIONS

For the transport studies of the topological surface states,
it is desirable that their SdH oscillations be observed. In
the present series of BSTS samples, we did not observe
clear SdH oscillations below 9 T. Most likely, whether the
SdH oscillations can be observed depends crucially on the
homogeneity and the value of the surface carrier density
ns ,34 which may vary between samples and, even in the
same single crystal, between different cleaves. The chances
of observing the SdH oscillations were roughly 10% in our
BSTS samples. On such lucky occasions, we were able
to see both Dirac holes and electrons on the surface of
Bi1.5Sb0.5Te1.7Se1.3 samples, and the result was reported in
Ref. 31. It should be emphasized, however, that, even though
SdH oscillations are not always observed, one can achieve
a surface-dominated transport by making sufficiently thin
samples of BSTS.31

As we have already discussed in Sec. VI, the low-field
RH value in BSTS does not simply reflect the bulk carrier
density, but it is also influenced by the contribution of the
surface carriers, which presumably have a higher mobility
than the bulk carriers. In view of this situation, the nontrivial
composition dependence of RH observed at 1.8 K [Fig. 4(c)]
can be interpreted in two ways: One possibility is that it
may signify the sign change in the surface carriers as the
Se concentration y is increased. This is possible because the
surface band structure of BTS is similar18 to that of Bi2Te3
where the Dirac point is located below the top of the valence
band,13 whereas, with increasing y, the surface band structure
is expected to approach that of Bi2Se3 where the Dirac point is
isolated in the bulk gap;12 therefore, if the chemical potential
is pinned to the impurity band located just above the bulk
valence band,26 the nature of the surface carriers could change
from Dirac electrons to Dirac holes. The other possibility is
that the change in RH is a reflection of the change in the nature
of the degenerate bulk carriers in the impurity band. This is
also possible because, at low y, the chemical potential is likely
to be located below the center of the acceptor impurity band,
whereas, with increasing y, the increasing amount of donors
(due to Se vacancies) would cause the acceptor impurity band
to be gradually filled and move the chemical potential to above
the center of the impurity band. To further address this issue,
systematic studies employing the SdH oscillations would be
necessary.

VIII. CONCLUSION

In this paper, in the BSTS solid solution, we have elucidated
the existence of the intrinsic compositions where the acceptors
due to the (Bi,Sb)/Te antisite defects and the donors due to
the Se vacancy defects compensate each other and realize
a maximally bulk-insulating state. The powder XRD patterns
suggest that, at those compositions optimized for the insulating
behavior, the crystal structure has an ordering of chalcogen
layers in which the Se atoms preferentially occupy the
middle of the quintuple layer and the remaining Se and
Te atoms randomly occupy the outermost layers. Except
for Bi0.75Sb1.25Te0.5Se2.5, which is close to the structural
instability, all the BSTS samples at the optimized compositions
show large ρxx values exceeding 1 � cm at low temperatures
together with an activated behavior at high temperatures
signifying the existence of an activation gap for the bulk
carriers. The B dependence of ρyx at low temperatures points
to the role of the surface-transport channel, and the nontrivial
composition dependence of the low-field RH reflects either
the change in the surface band structure or the change in the
bulk carriers in the impurity band. The |RH| value at 1.8 K
was found to be the largest in Bi1.5Sb0.5Te1.7Se1.3, and this
composition appears to have achieved the lowest bulk carrier
density.
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Fermi level tuning and a large activation gap achieved in the topological insulator
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We report the effect of Sn doping on the transport properties of the topological insulator Bi2Te2Se studied in
a series of Bi2−xSnxTe2Se crystals with 0 � x � 0.02. The undoped stoichiometric compound (x = 0) shows
an n-type metallic behavior with its Fermi level pinned to the conduction band. In the doped compound, it is
found that Sn acts as an acceptor and leads to a downshift of the Fermi level. For x � 0.004, the Fermi level is
lowered into the bulk forbidden gap and the crystals present a resistivity considerably larger than 1 � cm at low
temperatures. In those crystals, the high-temperature transport properties are essentially governed by thermally
activated carriers whose activation energy is 95–125 meV, which probably signifies the formation of a Sn-related
impurity band. In addition, the surface conductance directly obtained from the Shubnikov–de Haas oscillations
indicates that a surface-dominated transport can be achieved in samples with several μm thickness.
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I. INTRODUCTION

In a three-dimensional (3D) topological insulator (TI),
a band inversion due to strong spin-orbit coupling induces
gapless surface states (SSs) consisting of spin helical Dirac
fermions,1–5 which are expected to give rise to a num-
ber of topological quantum phenomena.6,7 Whereas such
surface-sensitive probes as angle-resolved photoemission
spectroscopy (ARPES) and scanning tunneling microscopy
have been successfully applied to investigate the topological
SSs,8–19 the transport study of the SSs remains a challenge due
to the presence of the parallel bulk conducting channel that
usually dominates the transport properties.20–28 Recently, the
ternary tetradymite Bi2Te2Se (BTS) has become a prototype
TI material for studying the peculiar spin and charge transport
of the SSs,29,30 because carefully prepared BTS crystals not
only present a very low bulk conduction but also show clear
Shubnikov–de Haas (SdH) oscillations that reflect a high
mobility of surface Dirac electrons. Given the lack of a truly
bulk-insulating state in any of the known TI materials so
far,31–33 further improvement of BTS is worth pursuing.

The first synthesis of BTS was made while optimizing
the continuous solid solutions between Bi2Te3 and Bi2Se3

for thermoelectric applications.34 Nevertheless, unlike other
members in the Bi2Te3−xSex (0 < x < 3) family, the Te and Se
atoms in BTS occupy distinct crystallographic sites, forming
quintuple layers arranged in the sequential order Te-Bi-Se-Bi-
Te along the c axis.35 Such chalcogen ordering is believed
to provide structural basis for reducing bulk carriers and
achieving high surface mobility.29 Unfortunately, similarly to
Bi2Se3, the BTS crystals grown from the stoichiometric melts
show n-type metallic conduction with the electron density ne of
∼1019 cm−3.36 When the chalcogen stoichiometry is altered in
the starting composition, one obtains29,36 metallic or insulating
crystals at different positions along the boule, which is due
to the inevitable phase separation during the solidification
process, according to a newly established phase diagram of the
Bi2Te3–Bi2Se3 system.37 Therefore, it is desirable to explore
an alternative route to obtain BTS crystals with a large bulk
resistivity while keeping the chalcogen stoichiometry, which
would be useful for achieving a high surface-carrier mobility.

In this paper, we show that the above objective can be
accomplished by hole doping through a Bi-site substitution,
which has already been proven to be effective in tuning the
carrier type and density for both of the binary end members,
Bi2Te3 and Bi2Se3.10,22,23,28 It is found that, in analogy to
its role in Bi2Te3,10,38–40 the group IV element Sn acts as an
acceptor in BTS, which allows us to tune the Fermi level
(EF) of this material. In particular, the Bi2−xSnxTe2Se crystals
with x � 0.004 show low-temperature resistivity reaching
several � cm, indicating that EF is tuned into the bulk band
gap; their transport properties at high temperatures signify a
large activation gap, which probably comes from a Sn-related
impurity band. In about half of those samples, we observed
SdH oscillations originating from the topological surface state
below 14 T. Our analysis of the SdH oscillations gives direct
evidence that one can achieve a surface-dominated transport in
a bulk Sn-doped BTS crystal with a thickness of several μm.

II. EXPERIMENTAL DETAILS

The single crystals of Bi2−xSnxTe2Se were grown by
melting high-purity elemental shots of Bi (99.9999%), Sn
(99.99%), Te (99.9999%), and Se (99.999%) with a nominal
ratio of Bi:Sn:Te:Se = (2 − x):x:2:1 (x = 0, 0.002, 0.004,
0.006, 0.01, 0.02) in sealed evacuated quartz tubes at 850 ◦C
for 48 h with periodical shaking to ensure homogeneity,
followed by cooling slowly to 500 ◦C and then annealing at that
temperature for 4 days. The resulting crystals are easily cleaved
along the (111) plane, revealing a shiny mirrorlike surface.
The x-ray diffraction (XRD) analysis, which was performed
on powders obtained by crushing the crystals, confirmed the
samples to be single phase with chalcogen-ordered tetradymite
structure.

For transport characterizations, the crystals were cut into
bar-shaped samples with a typical thickness of 100 μm after
they were checked to be single domain by x-ray Laue analysis.
The electrical leads were attached to the samples using room-
temperature-cured silver paste in a six-probe configuration.
The in-plane resistivity ρxx and the Hall coefficient RH

were measured in a Quantum Design physical properties
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measurement system (PPMS-9) down to 1.8 K. The magnetic
field was applied along the C3 axis which is perpendicular
to the cleaved surface. For each x value, the data were taken
on several crystals obtained from different parts of the boule
in order to check for sample-to-sample variation. In addition,
selected samples were cleaved down to a few micrometers by
using Kapton tapes and then brought to a 14-T magnet for
the detection of SdH oscillations using an ac measurement
technique, in which two lock-in amplifiers were employed
to collect the signals in both the longitudinal (ρxx) and
transverse (ρyx) channels simultaneously. The measurements
were carried out by sweeping the magnetic field between
±14 T at a rate of 0.3 T/min, during which the temperature
was stabilized to within ±5 mK.

III. RESULTS

A. Resistivity

Figure 1(a) shows typical data for the temperature de-
pendencies of ρxx in Bi2−xSnxTe2Se crystals with different
x values, together with the data for an insulating sample
grown from the starting composition Bi2Te1.95Se1.05 which
we abbreviate as BTS1.05. The undoped stoichiometric BTS
crystal (x = 0) shows a metallic behavior in the whole tem-
perature range; correspondingly, the Hall coefficient RH [inset
of Fig. 2(a)] is negative and nearly temperature independent,
giving an electron carrier density of ∼1.5×1019 cm−3 at 1.8 K.
This result is in agreement with the previous study,36 which
indicated that EF is pinned to the conduction band for this
composition. Upon doping with Sn, a drastic change in both the
resistivity value and its temperature dependence was observed.
It is worth noting that an insulating behavior of ρxx is already
established even for 0.1% of Sn doping to the Bi site (x =
0.002). For x � 0.004, the ρxx values reach a few � cm, which
is usually larger than that achieved in BTS1.05.29

It should be noted that there is a marked difference in the
ρxx(T ) behavior between the Sn-doped BTS (x � 0.004) and
the BTS1.05 samples. First, in the high-temperature region,
ρxx in Sn-doped BTS samples increases more steeply with
decreasing temperature, as can be seen more clearly in the
Arrhenius plot shown in Fig. 1(b). The magnitude of ρxx

at room temperature in Sn-doped BTS samples varies from
80 to 110 m� cm, which is considerably larger than that in
BTS1.05.29 Also, the high-temperature slope in the Arrhenius
plot, which is almost doping independent, corresponds to an
activation gap � of approximately 120 meV; this is nearly
three times larger than that found for the BTS1.05 sample (� �
45 meV). Second, in the low-temperature region, while ρxx(T )
of the BTS1.05 sample becomes nearly flat, the Sn-doped BTS
samples show a more strongly temperature-dependent ρxx(T )
behavior with a weak upturn below ∼10 K, whose origin is
not clear at present.

In addition to the above observations, the Sn-doped BTS
samples were found to show a higher degree of homogeneity.
As an example, Fig. 1(c) shows the ρxx(T ) data for four
samples obtained from different parts of a boule for x = 0.006.
One can see that all the samples show qualitatively similar
temperature dependence of ρxx . Although the ρxx values still

FIG. 1. (Color online) (a) Temperature dependencies of ρxx for
Bi2−xSnxTe2Se single-crystal samples with various x. Note that the
data with x = 0 and x = 0.002 have been magnified by a factor of
500 and 10, respectively. For comparison, the data for an insulating
sample grown from the starting composition Bi2Te1.95Se1.05 are also
included (dashed line). (b) Arrhenius plot of the ρxx(T ) data for the
temperature range between 100 and 300 K. (c) ρxx(T ) data for four
representative samples with x = 0.006 obtained from different parts
of a boule. The data are labeled in numerical order, where S1 and S4
represent first-to-freeze and the end parts, respectively. Note that the
vertical axis is in logarithmic scale.

vary between samples by a factor of 4, it is notable that all of
them are larger than 1 � cm at low temperature.

B. Hall coefficient

To further investigate the doping effect of Sn in BTS,
we measured the Hall resistivity ρyx . Figure 2(a) shows
the temperature dependencies of the Hall coefficient RH for
the same series of BTS1.05 and Bi2−xSnxTe2Se samples; here
we follow our previous definition of RH as RH = ρyx/B near
B = 0.31 It turns out that 0.1% of Sn doping results in an
increase in |RH| by nearly one order of magnitude, to ∼−4
cm3/C at 1.8 K [Fig. 2(a) inset]. Assuming a one-band model,
this gives ne � 1.6×1018 cm−3, implying that one Sn atom
substituted for a Bi atom in BTS introduces approximately
one hole, which is much the same as that in the case of n-type
Bi2Te3.10 While RH is negative for x = 0 and 0.002 [Fig. 2(a)
inset], it becomes positive at x = 0.004 [Fig. 2(a) main panel],
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FIG. 2. (Color online) (a) Temperature dependencies of the low-
field Hall coefficient RH for a series of Bi2−xSnxTe2Se samples,
together with the data for the BTS1.05 sample. The inset shows a
magnified view of the data with x = 0 and x = 0.002. (b) Arrhenius
plot of RH(T ) at high temperature for a series of samples except for
x = 0 and 0.002 where no activation behavior was observed. Dashed
lines are the Arrhenius-law fittings to extract the activation energy �∗.
(c) RH(T ) data for two different samples with x = 0.004, showing
both n-type and p-type behavior. (d) The density of introduced holes
[�nh = n(x) − n(0)] by Sn doping plotted as a function of the density
of Sn dopant atoms. The estimation of the carrier density is based on
a one-band model for simplicity. The dashed line corresponds to the
ideal situation where each Sn atom donates one hole.

suggesting that an n-to-p type transition occurs as a result of
Sn doping between x = 0.002 and 0.004. In fact, in the case of
x = 0.004, both n- and p-type samples with a large |RH| were
found in the same batch [Fig. 2(c)], placing this composition
at the verge of such a transition. Somewhat unexpectedly, RH

becomes negative again at a higher doping of x = 0.02 [Fig.
2(a)], whose origin is not clear. In the following, we focus
on the temperature dependence of RH for the samples with
x� 0.004.

Above ∼200 K, RH of those samples shows a thermally
activated behavior, indicating that EF is lowered into the bulk
band gap. The effective activation gap �∗, which is obtained
from the Arrhenius plot of RH(T ) shown in Fig. 2(b), is
115, 95, 125, and 110 meV for the samples with x = 0.004,

0.006, 0.01, and 0.02, respectively. Actually, the �∗ values for
all the measured crystals fall within 95–125 meV for those
compositions. These �∗ values are not far from the � values
derived from the ρxx(T ) data, and their difference is likely
due to the temperature dependence of the carrier mobility.
More importantly, the �∗ values are much larger than that
found in the BTS1.05 sample (∼65 meV), implying that the
Sn doping brings EF closer to the middle of the band gap. At
low temperatures, the |RH| values of those Sn-doped samples
become large, sometimes exceeding 1000 cm3/C which would
correspond to the carrier density of only 6 × 1015 cm−3 in a
one-band model.

C. Surface quantum oscillations

Although Sn doping is expected to introduce impurity
scattering, it turned out that the surface mobility remains
reasonably high so that SdH oscillations can still be observed.
As a matter of fact, traces of SdH oscillations were detected in
nearly 50% of the Sn-doped BTS samples measured in the 14-T
magnet. Among those successful cases, the data taken on an
n-type sample with x = 0.004 (thickness t = 6 μm)41 showed
the simplest pattern of the oscillations. In the following, we
present the analysis of this simplest case.

Figure 3(a) shows the magnetic-field dependence of the
transverse conductivity Gyx of this sample at 1.6 K, which
was calculated from ρxx and ρyx . SdH oscillations are already
visible in the raw data for magnetic field above 10 T. After
removing a smooth background, one can clearly see that the
oscillatory part of Gyx , �Gyx , exhibits periodic maxima and
minima as a function of 1/B [Fig. 3(a) inset], establishing the
existence of a well defined Fermi surface (FS). In Fig. 3(b),
we plot the 1/B values corresponding to the maxima (closed
circles) and the minima (open circles) of �Gyx as a function
of the Landau level index n, following the index assignment
scheme in Ref. 42. From the linear fitting of the data with
the slope fixed at the oscillation frequency obtained from the
Fourier transform (F = 116 T), we obtain a finite intercept
β = 0.4 ± 0.1. Since the slope is fixed in this analysis, the
error in β is relatively small; the main source of the error
is the uncertainty in determining the positions of maxima and
minima in the data shown in the inset of Fig. 3(a), and the error
of ±0.1 in β is a conservative estimate. The obtained β of 0.4
± 0.1 is reasonably close to the value β = 0.5 expected for
massless Dirac fermions, which points to the topological SS
origin of the SdH oscillations. Using the Onsager relation F

= (h̄c/2πe)A, where A is the extremal FS cross-section area,
we find the Fermi wave vector kF = 5.9 × 106 cm−1, which
corresponds to the surface carrier density ns = 2.8 × 1012

cm−2 for a spin-nondegenerate surface state. It is worth noting
that if one assumes that the SdH oscillations originate from a
bulk FS, the bulk carrier density implied by F is of the order of
1018 cm−3, which is totally inconsistent with the large RH value
observed at 1.8 K (∼−100 cm3/C). Hence, one can conclude
that the SdH oscillations are certainly coming from the surface.
From the obtained kF value and the Fermi velocity vF� 4.6 ×
105 m/s,29 EF is estimated to be ∼170 meV above the Dirac
point, pointing to the electron character of the surface carriers.

By fitting the temperature dependence of the oscillation
amplitude with the standard Lifshitz-Kosevich (LK) theory
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FIG. 3. (Color online) (a) Transverse conductance Gyx for an
n-type sample with x = 0.004 at 1.6 K plotted as a function of
magnetic field B applied along the C3 axis. The inset shows the
oscillatory component of Gyx , �Gyx , plotted as a function of 1/B.
The dashed lines are a guide to the eyes. (b) Landau-level fan diagram
for oscillations in �Gyx . Maxima and minima correspond to n + 1/4
and n + 3/4, respectively. The linear fitting with the slope of F = 116
T fixed by the oscillation frequency intersects the axis at β = 0.4 ±
0.1. (c) Dingle plot for the oscillations in �Rxx , yielding TD = 12.5 K;
inset shows the temperature dependence of the SdH amplitudes. The
solid line represents the fitting by the LK theory, giving mc = 0.13me.

[inset of Fig. 3(c)], we obtained the cyclotron mass mc =
0.13me, where me is the free electron mass. Once mc is known,
the Dingle plot [Fig. 3(c)] gives the Dingle temperature TD =
12.5 K, which corresponds to the surface quantum mobility
μSdH

s of ∼1300 cm2/Vs. This μSdH
s value is roughly twice as

large as that reported for thick BTS1.05 samples.29 Surprisingly,
according to these results, the ratio of the estimated surface
conductance to the total conductance, given by Gs/σ t , is
calculated to be about 1.8 in this sample; here, the surface sheet
conductance Gs = ensμ

SdH
s � 5.8 × 10−4 �−1, the measured

overall conductivity σ was 0.64 �−1cm−1 at 1.6 K, and t =
6 μm.43 Obviously, it is unphysical to have Gs/σ t > 1, and
this result implies that the actual surface transport is hindered
by steps between terraces created upon cleaving, giving an
effective surface conductance that is smaller than the intrinsic
one given by ns and μSdH

s . Note that a similar problem was re-
ported in Ref. 42. In any case, the SdH oscillations give a direct
estimate of the surface transport parameters, which indicate
that a surface-dominated transport can be achieved in Sn-doped
BTS crystals with several μm thickness. The remaining bulk
contribution is most likely the degenerate transport through
the impurity band which is located in the bulk band gap; to

FIG. 4. (Color online) Gyx for a sample with x = 0.01 at 1.6 K
plotted as a function of B applied along the C3 axis. The upper inset
shows the oscillatory component �Gyx plotted as a function of 1/B.
The lower inset shows the Fourier transform of �Gyx(B−1), revealing
two prominent frequencies.

further reduce the bulk contribution, one needs to achieve the
Anderson localization in this impurity-band transport.

Apart from this simplest case, the patterns of the observed
SdH oscillations were complicated. One such example, which
was observed in a sample with x = 0.01, is shown in Fig. 4.
As can be seen in the lower inset, the Fourier transform
of �Gyx(B−1) reveals two well-resolved peaks at F1 = 70
T and F2 = 132 T, reflecting the beating visible in the
oscillation data (upper inset). The kF values calculated from
the Onsager relation are 4.6 × 106 and 6.3 × 106 cm−1 for
F1 and F2, respectively. These correspond to ns of 1.7 ×
1012 and 3.2 × 1012 cm−2, respectively. Unfortunately, as
was pointed out in Ref. 28, the multicomponent nature of the
oscillations prevents us from reliably extracting the cyclotron
mass or the Dingle temperature for each component. Also, the
Landau-level fan diagram is not very reliable for extracting β

in the multicomponent case.

IV. DISCUSSION

From the above results, it is clear that Sn acts as an acceptor
in BTS. Ideally, one would expect that the total number
of holes introduced by Sn doping, �nh, increases linearly
with increasing x. However, as can be seen in Fig. 2(d),
�nh becomes nearly constant for x � 0.004, which deviates
significantly from the ideal situation. Therefore, there must be
some additional effects that lead to deactivation of Sn dopants.
In this respect, a similar problem was noted in previous studies
of Sn doping in Bi2Te3,38–40 and two possibilities have been
proposed to explain the apparent discrepancy.

One possibility considered for Bi2Te3 is that a part of the Sn
atoms are built into the lattice in such a way that a seven-layer
lamellar structure, i.e., Te-Bi-Te-Sn-Te-Bi-Te, is formed.38 If
a similar structure exists in Sn-doped BTS as well, it would be
Se-Bi-Te-Sn-Te-Bi-Se. It is important to note that, in contrast
to those occupying the Bi site, the Sn atoms in this structure
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do not bring any charge to the lattice, and thus the discrepancy
is reconciled. However, no additional diffraction peaks except
for those corresponding to the chalcogen-ordered tetradymite
structure were observed in the XRD data even for the sample
with the highest Sn-doping concentration (data not shown),
suggesting that the seven-layer lamellae, if they exist, are
randomly distributed in the lattice.

Another, more plausible possibility is that at high Sn-doping
concentration, the wave functions of the Sn acceptors overlap
significantly, leading to the formation of an impurity band
(IB).39,40 Within this picture, increasing Sn content results in
an increase in the density of states (DOS) of the IB instead
of hole doping. In Sn-doped Bi2Te3, this Sn-related IB was
shown to be located at 15 meV below the top of the upper
valence band.39 However, in the case of Sn-doped BTS, this
Sn-related IB is most likely located within the bulk band gap,
because the activation energy was found to be much larger
in Sn-doped BTS than in BTS1.05, which naturally points to
the appearance of a new IB to pin the chemical potential in
Sn-doped BTS. Note that while there may also be IBs due to
Se vacancies and Bi/Te antisite defects in Sn-doped BTS, it is
most likely that EF is pinned to the Sn-related IB due to its
large DOS. The fact that the activation energy of ∼120 meV
is essentially unchanged for a range of Sn concentrations (x =
0.004–0.02) is also consistent with this picture. Further studies
are called for to clarify the details of the IBs in Sn-doped BTS.

V. CONCLUSION

We performed a systematic study of the transport properties
of a series of Bi2−xSnxTe2Se single crystals with 0 � x �
0.02. It is found that Sn behaves as an acceptor, which
enables us to tune the Fermi level that is located in the
conduction band in the undoped stoichiometric compound.
For � 0.004, EF is successfully tuned into the bulk band
gap, and the resistivity becomes as large as several �

cm at low temperatures. The transport properties at high
temperatures show a thermally activated behavior with a large
activation gap, which is probably related to the formation
of a Sn-related impurity band. The analysis of the SdH
oscillations observed in a 6-μm-thick sample indicates that
a surface-dominated transport can be achieved in Sn-doped
BTS single crystals with several μm thickness. This, along
with the large activation gap, makes the Sn-doped BTS
system well suited for future applications of topological
insulators.
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The superconducting CuxBi2Se3 is an electron-doped topological insulator and is a prime candidate of
the topological superconductor which still awaits discovery. The electrochemical intercalation technique for
synthesizing CuxBi2Se3 offers good control of restricting Cu into the van der Waals gap and yields samples
with shielding fractions of up to ∼50%. We report essential details of this synthesis technique and present the
established superconducting phase diagram of Tc vs x, along with a diagram of the shielding fraction vs x.
Intriguingly, those diagrams suggest that there is a tendency to spontaneously form small islands of optimum
superconductor in this material.

DOI: 10.1103/PhysRevB.84.054513 PACS number(s): 74.25.Dw, 74.62.−c, 82.45.Vp, 65.40.gk

I. INTRODUCTION

Topological insulators (TIs) are attracting great interest
since they realize a new state of matter; namely, the bulk of
such materials is insulating, but in contrast to conventional
band insulators, their bulk wave functions exhibit a nontrivial
Z2 topology leading to gapless and hence conductive surface
states.1–3 Those topological surface states are interesting
because they exhibit a Dirac-like energy dispersion (similar to
that in graphene) and a helical spin polarization, both of which
hold promise for various energy-saving device applications.4–6

Soon after the theoretical predictions of candidate materials,7,8

a series of promising materials were experimentally discovered
to be three-dimensional (3D) TIs,9–21 stimulating the search for
a superconducting analog, i.e., a topological superconductor,
which is characterized by a full energy gap in the bulk and
the existence of gapless surface Andreev bound states.22–27

Such a topological superconductor is predicted to be a key to
realizing a fault-tolerant topological quantum computing,22

and the discovery of a concrete example of the topological
superconductor would have a large impact on future
technology. In this context, there is an intriguing prediction that
when superconductivity is achieved by doping a topological
insulator, it may realize a topological superconducting state.28

Recently, Hor et al.29 reported superconductivity in the
electron-doped TI material CuxBi2Se3 for 0.1 � x � 0.3,
where the layered TI compound Bi2Se3 was intercalated with
Cu. Their samples showed superconductivity below critical
temperatures Tc � 3.8 K. In a subsequent study on these
samples,30 it was further found that the topological surface
states remain intact upon Cu intercalation. Thus, CuxBi2Se3

is the first promising candidate material to be a topological
superconductor, and it is very important to elucidate the nature
of its superconducting state. However, the samples prepared
by Hor et al. showed superconducting shielding fractions of
only less than 20% and the resistivity never really disappeared
below Tc.29,30 Therefore, some doubts remained about the
bulk nature of the superconducting phase in CuxBi2Se3, and
preparations of higher quality samples were strongly called for.

In our recent experiments,31 we succeeded in synthesizing
CuxBi2Se3 samples with shielding fractions of up to 50%
(depending on the Cu concentration) by applying a different
sample preparation method than the standard melt-growth

method employed in Ref. 29. In our high-quality samples,
besides observing zero resistivity, we were able to measure
the specific-heat anomaly in the superconducting phase, which
indicated that the superconductivity in this material is a bulk
feature and, moreover, appears to have a full energy gap,31

which is a prerequisite to topological superconductivity.23 In
this paper, we describe in detail the newly applied preparation
method of CuxBi2Se3 to employ electrochemical intercalation,
and present the electronic phase diagram of Tc vs Cu concen-
tration x. We also show how the superconducting shielding
fraction of the electrochemically prepared samples changes
with x, which bears an intriguing implication of intrinsically
inhomogeneous superconductivity.

II. SAMPLE PREPARATIONS

Pristine Bi2Se3 has a layered crystal structure (R3̄m, space
group 166) consisting of stacked Se–Bi–Se–Bi–Se quintuple
layers. The rhombohedral [111] direction is denoted as the
c axis and the (111) plane as the ab plane. The neighboring
quintuple layers are only weakly van der Waals bonded to each
other. Cu is known to enter Bi2Se3 either as an intercalant in the
van der Waals gaps or as a substitutional defect to replace Bi.
In the former case, Cu+ is formed and acts as a donor, whereas
in the latter case, it creates two holes by replacing three Bi
6p electrons by one Cu 4s electron upon forming a σ bond.
Therefore, Cu acts as an ambipolar dopant for Bi2Se3.32,33 The
melt-growth method employed by Hor et al.29 cannot avoid
the formation of substitutional Cu defects; in contrast, our
electrochemical method has a distinct advantage to promote
only the intercalation of Cu.

For the present experiments, we first grew single crystals
of pristine Bi2Se3 by melting stoichiometric amounts of high-
purity elemental shots of Bi (99.9999%) and Se (99.999%) at
850 ◦C for 96 h in sealed evacuated quartz glass tubes, followed
by a slow cooling to 550 ◦C over 72 h and annealing at that
temperature for 48 h. Before the electrochemical intercalation
procedure, those melt-grown Bi2Se3 single crystals were
cleaved and cut into rectangular pieces. They were wound by
50-μm thick, bare Cu wire and acted as the working electrode
(WE). A 0.5-mm thick Cu stick was used both as the counter
(CE) and reference electrode (RE) in our simplified setup
sketched in Fig. 1(a).

054513-11098-0121/2011/84(5)/054513(5) ©2011 American Physical Society
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FIG. 1. (Color online) (a) Sketch of our simplified electrochem-
ical intercalation setup. The counter electrode (CE) is also used as
reference electrode (RE). The current direction is indicated. (b) Typ-
ical time dependence of the voltage drop measured between working
and counter electrodes. The inset summarizes the development of the
diamagnetism (plotted in terms of the shielding fraction) in a sample
with x = 0.31 upon annealing at different temperatures.

Since Hor et al.29 reported that CuxBi2Se3 samples are
sensitive to air, the pristine Bi2Se3 samples were transferred
into a glove box and the electrochemical intercalation of Cu
was done in an inert atmosphere. To provide the electrical
wiring required for electrochemical intercalation processes as
sketched in Fig. 1(a), our glove box was specially modified for
air-tight electrical connections. For the intercalation, we used
a saturated solution of CuI powder (99.99%) in acetonitrile
CH3CN. A current of 10 μA was applied to the electrodes for
a suitable time period to give the desired Cu concentration x.
The typical time dependence of the voltage drop between the
standard and working electrodes observed for our samples is
shown in Fig. 1(b). Its absolute value was usually between −10
and −30 mV. The whole process was controlled by a computer
which was also used to determine the total transferred charge.

After the intercalation had finished, the Cu concentration
x in the sample was determined from its weight change: we
measured the weight before and after the intercalation process
with a high-precision balance with a resolution of 0.1 μg, and
the possible error in x was less than ±0.01. Note that this
direct measurement of the Cu concentration is expected to be
more accurate than most of the chemical analysis methods.34

Nevertheless, we have also employed the inductively coupled
plasma atomic-emission spectroscopy (ICP-AES) analysis,
which is a destructive method but is good at giving absolute
numbers, to confirm that the x values determined from the
weight change is indeed reliable, as will be described later.

For a consistency check of our electrochemical intercalation
process, we have calculated the total charge transferred during
the intercalation. The experimentally determined Faraday
number for our samples was usually up to 15% smaller than
the theoretical Faraday constant, 96 485 C/mol. In this regard,
it was reported32,33 that a simple physical attachment of Cu
metal to Bi2Se3 crystal results in a perceptible diffusion of
Cu+ into the van der Waals gaps of Bi2Se3. This reaction can
be described as the following oxidation and reduction formulas
in an electrochemical viewpoint:

xCu → xCu+ + xe− (1)

Bi2Se3 + xe− → (Bi2Se3)x−. (2)

The occurrence of electron transfer from Cu to Bi2Se3 implies
that the redox potential of Cu+/0 is more negative than that

of (Bi2Se3)0/x−. Since we are using a Cu wire to hold the
sample and to make the electrical contact, it is possible that
this wire became the source of an additional Cu+ intercalation
to the sample(s). This reaction should not be included into the
charge balance, and hence the difference between the estimated
and the theoretical Faraday numbers is naturally expected. This
inference is supported by our observation that the sample mass
increased even without applying a current, though at a much
lower reaction rate.

It is most likely that the electrochemical intercalation
is induced by reduction of Bi2Se3 without reduction of
Cu+, yielding (Cu+)x(Bi2Se3)x−. This implies that doping of
electrons with the nominal fraction of x should take place upon
Cu+ intercalation. The reaction at the counter electrode seems
to be oxidation of Cu metal rather than that of I− to I2 or I−3 ,
because the former redox potential is more negative than the
latter one in an aqueous medium.

It is important to note that the as-intercalated samples do
not superconduct yet. It turned out that the samples have to
be annealed in order to establish superconductivity. For this
purpose, the samples were sealed under vacuum in quartz glass
tubes and put into a muffle furnace. For the determination of
the optimum annealing temperature, one sample with x = 0.31
was annealed subsequently for 2 h at different temperatures
starting at 500 ◦C. After each annealing run, the diamagnetic
response was checked, and the result is shown in the inset of
Fig. 1(b). A trace of diamagnetism indicating the appearance
of a superconducting phase was detected after annealing at
530 ◦C, and the annealing temperature of 560 ◦C was found
to yield the largest shielding fraction. When the sample was
annealed at higher temperatures than 560 ◦C, the shielding
fraction was found to be reduced irreversibly. (The onset Tc

was essentially independent of the annealing temperature.)
Therefore, the samples used for determining the phase diagram
presented here were treated in the following way: they were
heated up to 540 ◦C in 1 h, and then the temperature was
gradually increased to 560 ◦C in 40 min to avoid any overheat-
ing; the samples were kept at 560 ◦C for 2 h and eventually
quenched by dropping the quartz glass tubes into cold water.35

We will come back later to the question of what is happening
during the annealing process to activate the superconductivity.

To confirm the accuracy of the x values determined by
the mass change (and also to make sure that the Cu content
does not change appreciably during the annealing process),
we measured the x values of eight of our samples in the post-
annealed state by using the ICP-AES analysis (the sample mass
was between 15 and 38 mg). For this destructive analysis,
the whole sample was dissolved in nitric acid HNO3. The
Cu concentrations obtained from the ICP-AES analyses for
the eight samples agreed with those obtained from the mass
change within ±0.014,36 giving confidence in the x values
reported in this paper.

In addition to the ICP-AES analysis, we have employed
the electron-probe microanalyzer (EPMA) to check the dis-
tribution of Cu within the sample after the annealing. For
this analysis, one sample with x = 0.31 was cleaved and
subsequently scanned over distances of 10 μm and 1 mm, as
sketched in Fig. 2(c). The intensity of the characteristic x-ray
of each element is plotted vs the scan position for the two
different scan lengths in Figs. 2(a) and 2(b). One can see that
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FIG. 2. (Color online) EPMA analyses of the cleaved surface of
a sample with x = 0.31. Panels (a) and (b) summarize scans along
two lines of 10 μm and 1 mm lengths, respectively, sketched in panel
(c). One can see that the local Cu concentration is uniform on the μm
scale, but it is inhomogeneous on the sub-mm scale.

the distributions of Bi and Se are essentially homogeneous
on any length scale, as evidenced by the constant intensity
of the respective characteristic x-ray. On the other hand, the
distribution of Cu shows a variation of up to ∼20% on the
sub-mm length scale [Fig. 2(b)], although on the 10-μm length
scale the Cu distribution is usually homogeneous [Fig. 2(a)].
Since the averaged Cu concentration of this sample determined
from the mass change was 0.31, the spatial variation of ∼20%
corresponds to the variation in x of ∼0.06.

III. SAMPLE CHARACTERIZATIONS

The superconducting samples were characterized by mea-
suring the dc magnetization M and transport properties. To
take the magnetization data, a commercial SQUID magne-
tometer (Quantum Design, MPMS) was used with the mag-
netic field applied parallel to the ab plane. The samples were
cooled down in zero-magnetic field (zero-field cooled, ZFC)
to the lowest accessible temperature T = 1.8 K; then a small
dc field of B = 0.2 mT was applied and the magnetization was
measured upon increasing temperature. After passing through
Tc, defined as the onset of the drop in the M(T ) curves, data
were again taken upon decreasing the temperature back to
1.8 K (field cooled, FC). The superconducting shielding
fraction of a sample was estimated from its magnetic moment
at T = 1.8 K after ZFC. The resistivity ρxx and the Hall coef-

(a) (b)

(c)

FIG. 3. (Color online) (a) Temperature-dependent resistivity of
CuxBi2Se3 for x = 0.14, 0.29, and 0.40. The inset gives an en-
largement around the superconducting transition. (b) Temperature
dependence of the Hall coefficient RH and the x-dependence of the
charge-carrier concentration n (inset). (c) Temperature dependence
of the superconducting shielding fraction in B = 0.2 mT after ZFC
for various Cu concentrations 0.12 � x � 0.60. For x = 0.29, the
ZFC and FC data are exemplarily shown in the inset.

ficient RH were measured by a standard six-probe technique,
where the electrical current was applied in the ab plane.

With our electrochemical intercalation technique, we have
successfully synthesized samples which superconduct above
1.8 K for Cu concentrations of 0.09 � x � 0.64. Figure 3(a)
shows the resistivity data of CuxBi2Se3 for three selected Cu
concentrations x = 0.14, 0.29, and 0.40 measured in zero field.
All those samples exhibit a metallic temperature dependence
above Tc and show zero resistance below Tc, see the expanded
view in the inset of Fig. 3(a). With increasing Cu concentration,
the absolute value of ρxx increases; especially, between
x = 0.29 and 0.40, a strong rise in the absolute value is
observed, which implies that a high Cu concentration enhances
the disorder in the samples. Figure 3(b) summarizes the
temperature dependences of RH for the three samples, which
are generally weak. The inset shows the x-dependence of
the charge-carrier concentration n determined from the low-
temperature value of RH . It is striking that, despite the factor
of three difference in the Cu concentration, the change in
n is very small: n = 1.5 × 1020, 1.3 × 1020, and 1.7 ×
1020 cm−3 for x = 0.14, 0.29, and 0.40, respectively. Further-
more, those values correspond to only ∼2% of electron doping.
This is totally inconsistent with the expectation that there
should be electron carriers with the nominal fraction of x in
CuxBi2Se3. Therefore, there must be some side reaction taking
place in CuxBi2Se3 to significantly reduce the actual electron
carriers. In this regard, a similar problem was previously noted
in a study of Cu intercalation into Bi2Te3, and it was proposed
that Cu+ reacts with the matrix to form a four-layer lamellar
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structure Cu–Te–Bi–Te that annihilates electrons.37 If a similar
reaction occurs in CuxBi2Se3, it would be

Cu+ + 2Bi2Se3 + e− → [CuBiSe2][Bi3Se−
4 ] + h. (3)

The formation of this type of structural defects can indeed
explain the small n values observed in CuxBi2Se3.

Figure 3(c) summarizes the temperature dependences of
the shielding fraction in samples with various x values. The
onset temperatures of superconductivity in the magnetization
data are slightly lower than the onset of the resistivity
transition in respective samples, which is usual for disordered
superconductors. The right inset of Fig. 3(c) shows the ZFC
and FC data for x = 0.29, and other samples exhibited similar
differences between the two. We note that samples with
x � 0.70 were also prepared, but they did not show any
superconducting transition above 1.8 K; however, it is possible
that they exhibit superconductivity at lower temperatures.

IV. PHASE DIAGRAM AND DISCUSSIONS

Figure 4(a) shows the phase diagram of Tc vs x based on
our measurements of more than 40 samples, and Fig. 4(b)
summarizes the shielding fraction of those samples at 1.8 K.
The lowest x value at which we found superconductivity was
0.09, where Tc was already 3.45 K; however, in spite of this
relatively high Tc, the superconducting signal was very weak
with a shielding fraction of only around 1%. For slightly larger
x values around 0.12–0.15, the maximum values of Tc are
found, but the shielding fractions were less than 20%, which is
in agreement with the earlier report by Hor et al.29 Intriguingly,
Tc gradually decreases with increasing x down to Tc ≈ 2.2 K
for x = 0.64, which is the highest Cu concentration for which
we could clearly confirm the superconductivity.

(a)

(b)

FIG. 4. (Color online) Cu concentration x dependence of (a)
the critical temperature and (b) the shielding fraction at 1.8 K.
These Tc data were extracted from the onset of superconductivity
in magnetization measurements, the shielding-fraction data from the
ZFC magnetization at T = 1.8 K, see Fig. 3(c).

Although Tc seems to be quite robust and reproducible,
the shielding fraction exhibits a scattering among different
samples even with similar x values, as can be seen in Fig. 4(b).
Nevertheless, there is a clear trend that samples with maximal
shielding fractions are obtained only for 0.3 � x � 0.5 and the
shielding fraction is reduced systematically (almost linearly)
as x becomes smaller than x � 0.3. This trend, together with
the EPMA result that the actual Cu concentration varies on
a sub-mm scale, suggests that CuxBi2Se3 has a tendency to
phase segregate and that there is a spontaneous formation of
small islands in which the local Cu concentration is essentially
the optimum value for superconductivity. In view of the fact
that the Tc of this material is uncharacteristically high for a
low-carrier-density superconductor38 with n ∼ 1020 cm−3, the
present observation seems to imply that the inhomogeneous
nature of the superconductivity may partly be responsible
for the anomalously high Tc.39 Furthermore, the unexpected
drop of the shielding fraction for x > 0.5 suggests that
the inhomogeneity may be necessary for the occurrence of
superconductivity in this material.

If CuxBi2Se3 indeed has a tendency toward phase segre-
gation to spontaneously form small superconducting islands,
it naturally explains why a high-temperature annealing is
necessary for activating the superconductivity: It allows Cu
atoms to move and promotes the formation of superconducting
islands. If annealed at too high a temperature, the material
seems to melt partly, the crystal structure degrades, and
eventually the superconductivity is destroyed irreversibly.
Indeed, the melting temperature of CuxBi2Se3 appears to be
systematically reduced with x, and our test sample with x =
1.4, which was initially rectangular shaped, became sphere-
like after annealed at 560 ◦C. (Note that the melting point
of pure Bi2Se3 is 706 ◦C.) Therefore, the optimal annealing
temperature corresponds to the one that maximally promotes
the motion of Cu atoms while avoiding degradation of the
matrix due to partial melting.

V. SUMMARY

In summary, we have synthesized superconducting
CuxBi2Se3 by an electrochemical intercalation method, which
yields samples with much higher superconducting shielding
fractions compared to those prepared by the melt-growth
technique previously employed. The superconductivity was
observed for 0.09 � x � 0.64, which is much wider than
previously reported, and the transition temperature Tc was
found to show an unexpected monotonic decrease with x.
Also, the largest attainable shielding fraction was found to be
strongly dependent on x, and its x dependence suggests that
CuxBi2Se3 has a tendency to phase segregate and form small
superconducting islands.
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Spin- and angle-resolved photoemission spectroscopy measurements were performed on Bi1-xSbx samples at
x = 0.04, 0.07, and 0.21 to study the change of the surface band structure from nontopological to topological.
Energy shift of the T and Ls bulk bands with Sb concentration is quantitatively evaluated. An edge state becomes
topologically nontrivial at x = 0.04. An additional trivial edge state appears at the L band gap that forms
at x > 0.04 and apparently hybridize with the nontrivial edge state. A scenario for the topological transition
mechanism is presented. Related issues of self-energy and temperature dependence of the surface state are also
considered.
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I. INTRODUCTION

Bismuth-antimony alloy has long been studied for its
thermoelectronic properties,1 and recently it has been vig-
orously investigated as a topological insulator.2 A topological
insulator is a material realizing a nontrivial topology in the
valence-band wave function. While an energy gap is present
for the bulk bands, the edge state is gapless and carries
spin current that is topologically protected from scattering by
a nonmagnetic impurity.3–5 Three-dimensional materials are
theoretically characterized with eight time-reversal-invariant
momenta, and they are classified with four topological
invariants,6 ν0; (ν1ν2ν3). A (111)-crystal surface of Bi1-xSbx

(x > 0.07) or an Sb crystal is in the topologically nontrivial
1;(111) class, while a Bi crystal is in the topologically trivial
0;(000) class. Doping of Sb atoms into a semimetal Bi
crystal results in a quantum phase transition to a topologically
insulating Bi1-xSbx crystal. Recent photoemission experiments
have proven its nature as a topological insulator by observing
the odd number of band crossings of the edge states at
the Fermi level.2,7 Bulk band energy shift with Sb doping
is crucial for Bi to be a topological insulator, but only
“indirect” experiments concerning topological insulators, such
as transport measurements, have been performed using Sb
doping of Bi.8 Therefore, direct observation of the bulk
band shift and the associated evolution of edge-state band
dispersions using, for example, photoemission spectroscopy,
is needed for comprehensive understanding.

In the present research, we systematically measured the
evolution of the electronic structure of Bi1-xSbx at different
Sb concentrations (x = 0.04, 0.07, and 0.21) by momentum-
and spin-resolved photoemission spectroscopy to trace the
topological transition from Rashba-split trivial surface states
to topological surface states. Shifts of the bulk bands with
x are quantitatively evaluated. Changes of the surface-state
band structure are experimentally determined. The �2 band
becomes topologically nontrivial, connecting the bulk T

valence band and the bulk La conduction band at around
x = 0.04. The additional �′

1 band appears in the L gap above
x = 0.04. Surface band structures of the topological Bi1-xSbx

insulator are likely a result of hybridization between nontrivial
edge states and trivial surface states, as proposed in previous
theoretical research.9 In the present article, the related issues
of quasiparticle lifetime and the thermal effect of the surface
state are also discussed.

II. EXPERIMENTS

High-resolution momentum- and spin-resolved photoemis-
sion spectroscopy experiments were performed at the
CASSIOPEE beamline (SOLEIL, France) and at the BL-
19A beamline (KEK-PF, Japan), respectively. Angle-resolved
photoemission spectroscopy (ARPES) measurements were
performed with a hemispherical photoelectron spectrometer
(VG Scienta R4000) at an energy resolution of 18 meV and an
angular resolution of ±0.1◦. Linearly and circularly polarized
light at photon energies ranging from 14 to 32 eV were used.
The spectra were detected under 7 × 10−9 Pa at 4 K, if not
specified in the article. Spin- and angle-resolved photoemis-
sion spectroscopy (SARPES) measurements were done with a
He-I α source and with a hemispheric analyzer (SPECS Phoi-
bos150) equipped with a home-made, high-yield, very-low-
energy electron diffraction (VLEED) spin polarimeter.10,11

The energy and angle resolutions of the analyzer were 50 meV
and ±1◦, respectively. The spectra were detected under
3 × 10−8 Pa at 130 K. The effective Sherman function was
Seff = 0.29 ± 0.04, which was calibrated in advance with
the spin polarization of secondary electrons from Ni(110).
Bi1-xSbx crystals were grown from a stoichiometric mixture
of 99.9999% purity Bi and Sb elements by a zone-melting
method. Bi1-xSbx samples with x = 0.04, 0.07, and 0.21 were
used in this experiment. The crystals were cleaved along the
(111) plane below 130 K. The Sb composition of the surface

235308-11098-0121/2011/84(23)/235308(8) ©2011 American Physical Society
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FIG. 1. (Color online) (a) Three-dimensional Brillouin zone and
its projection onto the (111) surface. High-symmetry points in the
(surface) Brillouin zones are indicated. (b) The surface Brillouin
zone (SBZ) is depicted for the measured region in (c) and (d). Thick
lines, labeled alphabetically, are the directions of angle-resolved
photoemission data shown in the following figures. (c) and (d) are
Fermi surfaces of Bi1-xSbx at (c) x = 0.04 and (d) x = 0.21, taken at
hν = 29 eV. The black solid line corresponds to the zone boundary.
Circularly polarized light was used in (c), and linearly polarized light
in (d).

was checked with electron-probe microanalysis (EPMA),
showing lateral compositional homogeneity over the length
scale of the photon beam size for the ARPES measurements.
The crystal orientations were determined by ex situ x-ray
diffraction, in situ low-energy electron diffraction (LEED),
and by photoemission Fermi surface mapping. Figure 1 shows
the normalized photoemission intensity distribution at the
Fermi level (±5 meV) of Bi1-xSbx for x = 0.04 [Fig. 1(c)]
and x = 0.21 [Fig. 1(d)] , obtained with photon energy hν =
29 eV. The spectral features indicated by arrows and labels are
described below.

III. RESULTS AND DISCUSSION

A. Sb dependence of Bi1-xSbx electronic structure of bulk
and surface-state bands

Figures 2(a) and 2(b) show a series of ARPES spectra
and the gray-scale band diagram of Bi1-xSbx (x = 0.04)
taken along the �–M direction, or kx axis. The measurement
directions for Fig. 2 are indicated in Fig. 1(b). Prominent peaks
at � are assigned to the bulk band (b), and the spectral tail,
extending to the Fermi level (EF ), has created intensity in the

FIG. 2. (Color online) A collection of ARPES spectra of Bi1-xSbx

(x = 0.04). The data, taken along the a, b, c, and d lines in the SBZ in
Fig. 1(b), are presented in (a), (b), (c), and (d), respectively. Data were
obtained at hν = 29 eV (circularly polarized light). Peak positions of
the edge state (surface state) and bulk bands are marked with symbols.

photoemission Fermi surface as indicated by the white arrow
in Fig. 1(c). The assignment of the bulk band was confirmed by
observing band dispersion along the kz direction by changing
photon energy. Figure 2(c) displays the photoemission band
diagram along the ky axis around �. The �1 and �2 states,
identified in the figures, lose photoemission intensity as they
disperse in the bulk band region at �. This is due to matching of
the surface state with the bulk state, forming surface resonance.
This causes the lifetime of a hole, created by photoemission
process, to be short, resulting in suppression of photoemission
intensity. These spectral features indicate that the maximum
of the bulk valence band (T band1) at � is located nearly
at EF .

Along the �–M direction, as shown in Figs. 2(a) and 2(b),
two surface states �1 and �2 around � shift to lower binding
energy (EB) as kx increases, and they cross EF . Then �1 and
�2 reappear at EF at kx ∼ 0.35 and 0.5 Å

−1
, respectively.
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The �2 band moves to higher binding energy as it approaches
M , while the �1 band presents a shallow bottom around kx ∼
0.6 Å

−1
. As shown in Fig. 1(c), Fermi surfaces of the �2 band

are a hexagonal electron pocket at � and oval electron pockets
along the �–M axis, while those of the �1 band are oval hole
pockets also along the �–M axis. At the M point, as shown in
Fig. 2(d), a Dirac cone with a large Fermi velocity is observed
with the energy gap.12 The lower band can be assigned to
the bulk Ls band. Since the binding energy of the �2 band
shown in Fig. 2(a) is about 25 meV, which is lower than the
gap at 50 meV, the upper band of the Dirac cone is likely the
bulk La band, which is connected with the dispersion curve
of the �2 band. The matching of the edge state with the bulk
state is ascertained by reduction of its photoemission intensity
at M .

Figure 3(a) shows a sequence of ARPES spectra of Bi1-xSbx

(x = 0.21) taken along the �–M (kx) direction. In contrast to

FIG. 3. (Color online) A collection of ARPES spectra of Bi1-xSbx

(x = 0.21). The data, taken along a′, b′, c′, and d ′ lines in the SBZ
in Fig. 1(b), are presented in (a), (b), (c), and (d), respectively. Data
were obtained at hν = 29 eV (linearly polarized light). Peak positions
of the edge state (surface state) and bulk bands are marked with
symbols.

Fig. 2(a), one finds little intensity near EF at � in Fig. 3(a).
Absence of the bulk band indicates a larger energy gap at
�, and thus the dispersion curve of the �2 surface state is
much clearer, as shown in Fig. 3(b). Dispersions of the �1

and �2 bands along the �–M axis in Fig. 3(a) are similar
to those of the x = 0.04 sample in Fig. 2(a). Additionally,
the �′

1 band was observed as having peak shoulders near the
M point. Its existence was verified by detailed comparisons
among the ARPES spectra and by peak fitting with Voigt
functions. Figure 4(a) shows ARPES spectra at M of Bi1-xSbx

crystals at x = 0.04 and x = 0.21, indicating that both peaks
are of the same width. On the other hand, at kx = 0.7 Å

−1

[Fig. 4(b)], the spectral width of the x = 0.21 sample is broader
than that of the x = 0.04 one. This indicates existence of two
edge states in the x = 0.21 spectrum, which is not inconsistent
with the observation of a single peak at time-reversal-invariant
momentum (M). To trace the two edge states �2 and �′

1 near
EF , the ARPES spectra of the x = 0.21 crystal around M are
curve fitted with Voigt functions. The Gaussian width was set
at 18 meV, corresponding to the total experimental resolution.
The Lorentzian width was determined from the ARPES spectra
of the x = 0.04 sample [Fig. 4(c)] and from the spectrum
of the x = 0.21 sample at the M point. The Fermi-Dirac
function is also included in the fit. As shown in Fig. 4(d),
each spectrum is well fitted. The �′

1 band appears and merges
with the �2 band at the M point. In Fig. 1(d), Fermi surfaces
of a hexagonal electron pocket at � and oval hole pockets are
assigned to �2 and �1, respectively. The oval Fermi surfaces
of electron pockets near M originate from the �2 and �′

1
bands.

Figure 5(a) compares the energy spectra at the � point of
the three-dimensional BZ (� of SBZ) between the Bi1-xSbx

x = 0.04 and 0.21 samples. As described above, a peak at
x = 0.04 is assigned to the bulk T band, and it shows an energy
shift of at least 120 meV (±30 meV) toward higher binding
energy at x = 0.21. Figure 5(b) displays ARPES spectra at the
M point of SBZ for the Bi1-xSbx x = 0.04 and 0.21 samples,
also showing higher EB shift of the spectral bulk band edge
with higher Sb concentration. The energy change corresponds
to that of the Ls band. Figure 5(c) shows evolution of the
bulk band structure of the Bi1-xSbx alloy as a function of
Sb concentration x, estimated in the transport research1 and
evaluated by previous and present photoemission research.2

Sb doping of the Bi crystal first reduces the energy gap
between the two different parity bands Ls and La at the
L point, and shifts the T band to higher binding energy.
Corresponding symmetry points are labeled in Fig. 1(a).
Around x = 0.04, the Ls and La bands cross each other and
the gap reopens with inverted ordering. Then the top of the
valence band at T comes down further in energy and crosses
the bottom of the conduction band at x = 0.07. At this point,
the indirect gap becomes positive, and the alloy has become
an insulator. At x = 0.09, the T valence band clears the Ls

valence band, and the alloy is a direct-gap insulator at the
L points. As x is increased further, the gap increases until
it reaches its maximum value at x = 0.18. At that point, the
valence band at H crosses the Ls valence band. For x = 0.22,
the H band crosses the La conduction band, and the alloy
becomes a semimetal again. As indicated in the band diagram
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FIG. 5. (Color online) (a) ARPES spectra of Bi1-xSbx at � for
the x = 0.04 and 0.21 samples, measured at hν = 23 eV (linearly
polarized light). (b) ARPES spectra of Bi1-xSbx at the M point for
the x = 0.04 and 0.21 samples, measured at hν = 29 eV (circularly
polarized light). (c) Schematic representation6 of the bulk band energy
evolution of Bi1-xSbx as a function of x. The energy differences of
the bulk bands, evaluated by the present and previous research,2 are
overlapping.

in Fig. 1(a), Bi1-xSbx becomes a topological insulator at
x = 0.07–0.22.

Based on these results, Fig. 6 summarizes the electronic
structure of the Bi1-xSbx(111) surface at (a) x = 0.04 and
(b) x = 0.21. Around x = 0.04, the La and Ls bands are likely
to close the energy gap and form a Dirac-cone dispersion.
The bulk is metallic. Two metallic surface-state bands �1

and �2 exist in the bulk band gap. The �2 band connects
to the bulk band at the electron side of the Dirac cone.12 On
the other hand, at x = 0.21 the bulk is insulating and three
metallic surface-state bands �1, �2, and �′

1 are identified
within the bulk band gap. There exist five EF crossings
of the surface-state band. The odd-number nature classifies
Bi1-xSbx (x = 0.21) as topologically nontrivial, and thus
the material is a topological insulator. These results are
consistent with previous photoemission research with different
Sb compositions.2,7,11,13

B. Spin-polarized surface band structure at x = 0.07

It has been reported for Bi1-xSbx(111) at x = 0.0 and 0.12
that edge states (surface states) of Bi1-xSbx(111) are spin
split, and that spin-polarized surface band structure occurs
over the surface Brillouin zone.7,11,14 Along the �–M axis,
one spin-up and one spin-down surface-state bands of the
Rashba effect were detected for a pure Bi(111) surface,14
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FIG. 6. Spin-integrated photoemission band diagram of Bi1-xSbx

crystals at (a) x = 0.04 and (b) x = 0.21, determined from
ARPES spectra in Figs. 2 and 3. The small and large sym-
bols represent the rather distinctive and the weak spectral fea-
tures, respectively. The shaded region is the bulk band structure
projected onto the SBZ. The edge state and bulk bands are
labeled.

while three spin-polarized edge-state bands, i.e., two spin-up
and one spin-down, were observed for x = 0.12 by spin-
and angle-resolved photoemission spectroscopy (SARPES)
measurements.7,11 In order to trace the evolution of the
spin structure during the topological transition, SARPES
measurements were performed on the Bi1-xSbx(111) surface at
an intermediate Sb concentration of x = 0.07. Figure 7 shows a
series of spin-up and spin-down SARPES measurements along
the �–M direction. Around �, spin-up �1 and spin-down
�2 bands are identified at positive wave vector (k). Spin
characteristics of the two bands are inverted at the opposite
k side of � or in the negative wave-vector region. Near M , one
spin-down band, �2, can be identified at k values smaller than
the M point. The band takes the opposite spin orientation as it
passes the M point. The previous spin-resolved photoemission
research of Bi1-xSbx at x = 0.12 observed both the �2 and �′

1

bands around M with comparable photoemission intensity.
The dispersion of the �2 band for x = 0.07 suggests that the
Dirac point of the surface state, namely, the crossing between
the �2 and �

′
1 bands, accidentally coincides with the Fermi

energy; this means that the �
′
1 band is located above EF and

is invisible in the present data for x = 0.07.
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FIG. 7. (Color online) A sequence of SARPES spectra of
Bi1-xSbx (x = 0.07) along the �–M direction. Spin-up and spin-down
SARPES data spectra around � and M are shown in (a) and (b),
respectively. Peak positions of the edge-state (surface-state) bands
are marked with symbols.

C. A scenario of the topological transition

From these results, a scenario of the topological transition
mechanism of Bi1-xSbx may be summarized as shown in Fig. 8.
For pure Bi (x = 0.0), surface-state bands with opposite spin
orientations �1 and �2 disperse separately within the bulk
band gap, as shown in Fig. 8(a). The �1 and �2 bands connect
bulk valence bands of the T band and the La band at � and at
M , respectively. Around x = 0.04, the bulk La and Ls bands

Σ2
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Σ2

Σ1
′

Ls
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T x > 0.10

kx MΓ

Σ2

Σ1
T

(b) (c)
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kx MΓ

Σ2

Σ1

(a)

T
Ls
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x = 0.0

kx MΓ

FIG. 8. (Color online) A sequence of surface electronic structure
during the topological transition of Bi1-xSbx(111) from the surface
Rashba phase to the quantum spin-Hall phase. (a) x = 0, trivial pure
Bi semimetal with trivial surface states �1 and �2. (b) x = 0.04.
(c) x > 0.10, topological insulator with a nontrivial edge state
�2 and trivial edge states �1, �′

1, and �′
2, with spin-selective

hybridization. The original band dispersions are shown as broken
lines.
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touch each other, forming a Dirac cone, and then an energy gap
is formed between the conduction-band minimum of the La

band and the valence-band maximum of the Ls band.12 At this
stage the �2 band, being topologically nontrivial, connects the
bulk T valence band at � and the bulk La conduction band
at M . The change of the surface electronic structure matches
the transition mechanism based on the theoretical simulation.9

Above x = 0.04, trivial surface-state bands (�′
1 and �′

2) split
from the La band, are created within the band gap, and are
spin polarized due to the Rashba effect. The nontrivial �2 band
hybridizes with the trivial �′

2 band of the same spin orientation.
The spin-polarized band structure at x � 0.07 is schematically
depicted in Fig. 8(c), which reproduces the band diagram of
Fig. 6(b). Detailed dispersion curves of the �′

1 and �2 bands
around the M point have been determined for Bi1-xSbx crytals
at x = 0.12,13 and also observed at x = 0.12 and 0.13.7,11 The
hybridization between the trivial and nontrivial edge states
was proposed by theoretical research.9 The present research
suggests that the existence of the trivial states �

′
1 and �

′
2

is likely related to the opening of the inverted gap at the
L point.

Creation of a surface state within the bulk band gap has
been a long-standing issue in surface science, and there exist
various models such as Tamm and Shockley surface states.15

Recently, a generalized theory was formulated based on the
Green-function method.15 In the linear crystal model, the
surface state is formed by the condition

|β/α0 |< 1, (1)

where β is the resonance integral (matrix element) of the
unperturbed bulk Hamiltonian and α0 is the matrix element
of a surface potential. When Eq. (1) is satisfied, the surface
energy level lies below (above) the lower (upper) bulk band
edge. Based on the model, the magnitude of the surface
potential of the Bi1-xSbx(111) surface seemingly becomes
large with increasing Sb concentration x. The model also
suggests that the appearance of the trivial surface states �′

1 and
�′

2 may depend on surface conditions after crystal cleavage.
Theoretical calculations with proper treatment of the surface
layer are likely needed to reproduce the band diagrams in
Fig. 8(c).

D. Electron-electron interaction of the surface state

High-resolution photoemission results allow us to obtain
information on the electron self-energy �self that is closely
related to the surface band structure. The momentum width
of a photoemission-band dispersion curve corresponds to
the imaginary part of the electron self energy,16,17 Im �self .
Figure 9 shows an example of (a) the photoemission band
diagram of the �1 band and (b) the momentum distribution
curve (MDC) at EB = 50 meV for the Bi1-xSbx (x = 0.21)
crystal. The MDC data is curve fitted with a Voigt function
using the Lorentzian widths as fitting parameters, as shown in
Fig. 9(b). The Gaussian width corresponds to the instrumental
resolution and it matches the angular resolution of the electron
spectrometer, ±0.11◦. The Lorentzian widths (half-width at
half-maximum) corresponds to the momentum width that, by
multiplication with the band velocity, converts to | Im �self |.

FIG. 9. (Color online) Analysis of the electron self-energy �self of
the �1 band. (a) Photoemission band diagram of Bi1-xSbx (x = 0.21)
of kx = 0.2 Å

−1
taken at hν = 29 eV. The angle scan was taken along

an axis rotated 19◦ with respect to the ky axis, as shown in Fig. 1(b).
(b) Momentum distribution curve at EB = 50 meV, indicated by a
broken line in (a). The data were fitted with a Voigt function to obtain
the half-width at half-maximum of the peak. (c) Energy dependence
of | Im �self | of Bi1-xSbx at x = 0.04 and 0.21. The bulk band (T and
L) edges of each Sb concentration are indicated.

Figure 9(c) shows the dependence of Im �self obtained by
this procedure with binding energy for Bi1-xSbx crystals of
the x = 0.04 and 0.21 samples. In both cases, a constant
| Im �self | of 10–20 meV was obtained from an EF -to-EB

range of 60 meV, followed by (EB)2 dependence for EB >

60 meV.
The self-energy of surface-state electrons originates

from various process, i.e., electron-phonon coupling,
electron-impurity scattering, and electron-electron
interaction.18–21 Electron-electron interaction at a surface
is composed of two parts: surface-to-bulk transition and
surface-to-surface transition. To consider the former case,
edges of the T band and the L band with each Sb concentration
are marked in Fig. 9(c). The absence of a systematic energy
change at the bulk band maximum indicates that the effect of
the surface-to-bulk transition is weak enough to be neglected.
The electron-phonon coupling induces discontinuous energy
dependence at the Debye energy, and the bulk band
transition begins at EB of the bulk band edge. As shown
in Fig. 9(c), no steplike dependence was observed. On the
other hand, | Im �self | of the electron-impurity scattering
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FIG. 10. (a) Energy distribution curves and (b) momentum
distribution curves at EF for Bi1-xSbx (x = 0.21) taken at 137 and
4 K (hν = 29 eV, linearly polarized light).

has no energy dependence, and that of the electron-electron
interaction between the surface-state electrons shows
quadratic energy dependence (modified by a logarithmic
factor in two-dimensional systems18), which were measured
in Fig. 9(c). Therefore, the self-energy of the surface-state
band of Bi1-xSbx is dominated by these two process: the
electron-impurity scattering below EB ∼ 60 meV and the
surface state electron-electron interaction above EB ∼
60 meV. The self-energy of the two-dimensional
electron-electron interaction, | Im �el-el |, has been analytically
formulated20,22 as | Im �el-el | = β(EB)2[ 1

4 + ln 2 + 1
2 |

ln(EB/μ) |], where μ is the Fermi energy for the
two-dimensional (surface-state) band. The observed
| Im �self | data were fitted by the | Im �el-el | function
[Fig. 9(c)]. Estimating μ ∼ 200 meV from the experimental
edge-state band dispersions, one crudely obtains β ∼ 0.8 eV−1

for x = 0.04 and β ∼ 2.7 eV−1 for x = 0.21. It is important
to note that the logarithmic correction factor dominates only
at EF , and it contributes to several percent in the fitted
EB range. Thus, the choice of μ does not alter the present
evaluation of the coefficient β. The β value gives a measure
of the electron-electron interaction strength and is related to
the bandwidth (W ) and on-site Coulomb repulsion energy
(U ) as 2β ∼ (πU 2)/(2W 3) within the Born approximation.18

The width of the �1 band is estimated to be W ∼ 0.2 eV
for x = 0.04 and 0.21. From these values, the Coulomb
interaction can be estimated to be U ∼ 0.1 eV for x = 0.04
and U ∼ 0.2 eV for x = 0.21. Compared to surface and bulk
states of correlated materials,18,20,23 the Coulomb interaction
of the Bi1-xSbx surface state is much smaller, indicating
that electrons at the surface have little electron correlation
effect.

E. Temperature dependence of the edge-state band

Finally, we discuss the temperature dependence of the
energy position of the edge-state band. Clear EF crossings
of the �1 band were observed in the present photoemission
experiment, as shown in Figs. 1–3, whereas those seen
in previous research7,11 were rather obscure. Besides the
difference in the Sb concentrations in the samples, the main
difference between the experiments was the measurement
temperature: ∼130 and ∼4 K for the previous and the present
measurements, respectively. Thus, temperature dependence of
the ARPES spectra is examined. Figure 10 shows a series of
(a) energy distribution curves and (b) momentum distribution
curves (EF ) for Bi1-xSbx (x = 0.21) taken at 4 and 137 K.
At kx = 0.14 and 0.41 Å

−1
in Fig. 10(a), the EB positions

of the �1 state at 137 K are higher than those at 4 K. On
the other hand, two peaks in MDCs in Fig. 10(b) indicate
two EF crossings along the ky axis. The �1 band at 137 K
has a smaller ky range of the double MDC peaks, or smaller
Fermi surface, than that at 4 K. The heating and cooling
process of the sample was repeated several times to confirm
the spectral change with temperature. Then from 4 to 137
K the �1 band was estimated, via EDC and MDC data, to
move from 18 ± 4 meV to higher EB . The direction of the EB

shift with temperature is consistent with the energy position
of the band reported at different temperatures,7,11 as described
above. The thermal effect may originate from physisorption
of the residual gas or a change in lattice parameter with
temperature.24

IV. CONCLUSIONS

The spin-polarized electronic structure of Bi1-xSbx was
investigated by spin- and angle-resolved photoemission spec-
troscopy measurements at Sb concentrations of x = 0.04,
0.07, and 0.21. The energy shift of the T and Ls bulk band
edge with x was quantitatively evaluated. The topological
transition of the surface band structure is likely to be associated
with the appearance of a trivial edge state at the L band
gap that hybridizes with the nontrivial edge state. A self-
energy analysis of the edge state found negligible electron
correlation effects at the surface. The energy position of the
edge state was found to move to lower binding energy by
cooling.
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Observations of two-dimensional quantum oscillations and ambipolar transport
in the topological insulator Bi2Se3 achieved by Cd doping
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We present a defect-engineering strategy to optimize the transport properties of the topological insulator
Bi2Se3 to show a high bulk resistivity and clear quantum oscillations. Starting with a p-type Bi2Se3 obtained by
combining Cd doping and a Se-rich crystal-growth condition, we were able to observe a p-to-n-type conversion
upon gradually increasing the Se vacancies by post annealing. With the optimal annealing condition, where a high
level of compensation is achieved, the resistivity exceeds 0.5 �cm at 1.8 K and we observed two-dimensional
Shubnikov–de Haas oscillations composed of multiple frequencies in magnetic fields below 14 T.

DOI: 10.1103/PhysRevB.84.075316 PACS number(s): 73.25.+i, 74.62.Dh, 72.20.My, 73.20.At

I. INTRODUCTION

The three-dimensional (3D) topological insulator (TI)
realizes a novel quantum state of matter where a nontrivial Z2

topology of the wave function of the bulk valence band leads
to the emergence of a “topological” surface state consisting
of helically spin-polarized Dirac fermions.1–3 The peculiar
spin texture of the surface state holds promise for novel
spintronics and fault-tolerant topological quantum computing,
so there is a rush of research to address this surface state.4,5

However, most of the known TI materials are poorly insulating
in the bulk, making it difficult to probe the surface state by
transport experiments. For example, Bi2Se3 is considered to
be a promising TI material because it has a relatively large
(∼0.3 eV) bulk band gap and a nearly perfect Dirac cone as
its topological surface state6,7; however, no matter whether
it is in the form of bulk crystal,7,8 nanoribbon,9 or epitaxial
thin film,10 Bi2Se3 always accompanies a lot of Se vacancies
(usually ∼1019 cm−3) that act as electron donors, and as a
result, the residual bulk carriers hinder the transport studies of
the surface state of this material.

To achieve a bulk-insulating state in Bi2Se3, doping holes
to compensate for the residual electrons is a viable strategy.
While this was done through low-level substitution of Ca2+

for Bi3+,11 the resulting disorder was so strong that no
Shubnikov–de Haas (SdH) oscillation from the surface state
was observed12 in Bi2−xCaxSe3. A different strategy was
to partially substitute Sb for Bi, which apparently reduces
the Se vacancies; indeed, with a relatively large (∼12%)
Sb substitution, surface SdH oscillations were successfully
observed in n-type Bi2−xSbxSe3, but a very high magnetic
field (∼60 T) was required for the observation.13 It is to be
noted that, with the Sb doping, one can never cross the band
gap to reach the p-type regime, and, hence, the tuning of the
chemical potential to the Dirac point is impossible. This is a
pity because Bi2Se3 is attractive for its isolation of the Dirac
point from the bulk bands. Therefore, it is desirable to find a
suitable p-type dopant to access the Dirac point while keeping
the mobility to be sufficiently high for the surface state to be
studied by the SdH oscillations.

In this paper, we show that tactful defect engineering in
Bi2Se3 employing Cd doping in combination with Se-vacancy
tuning provides a useful means to control the chemical
potential across the band gap. In the literature,14 whereas Cd in

Bi2Se3 was shown to behave as an acceptor, Cd-doped Bi2Se3

crystals always remained n type due to the low solubility
of Cd atoms in Bi2Se3; however, it has been elucidated15–17

that increasing the Se content in the Bi-Se melt for the
crystal growth can suppress the formation of Se vacancies
and greatly reduce the residual bulk carrier density to the level
of ∼1017 cm−3. Therefore, even though the solubility of Cd
is low, one could achieve a p-type behavior by combining Cd
doping and a Se-rich growth condition. Actually, we obtained
a p-type sample with this strategy and, furthermore, starting
from the p-type sample, we could gradually increase the Se
vacancies by careful post annealing and achieve a high level
of compensation, at which the sample becomes optimally bulk
insulating and presents two-dimensional (2D) SdH oscillations
below 14 T.

II. EXPERIMENTAL DETAILS

The single crystals of Cd-doped Bi2Se3 were grown by
using elemental shots of Bi (99.9999%), Cd (99.99%), and
Se (99.999%) as starting materials. To maximize the Cd
content in the crystal, excess Cd and a mixture of Bi and
Se with a ratio of Bi:Se = 32:68 were melted in a sealed
evacuated quartz tube at 750 ◦C for 48 h with intermittent
shaking to ensure a homogeneity, followed by cooling slowly
to 550 ◦C and then annealing at the same temperature for
one week. The resulting crystals are easily cleaved along
the basal plane, revealing a silvery mirrorlike surface. The
x-ray diffraction measurements confirmed the crystal to be
single phase with the proper Bi2Se3 structure. The actual Cd
content was determined by the inductively coupled plasma
atomic-emission spectroscopy (ICP-AES) to be 0.0020(2).
The as-grown crystals were examined by x-ray Laue analysis
and cut into single-domain, thin bar-shaped samples with
typical dimensions of 3 × 1 × 0.2 mm3.

For each annealing experiment, samples weighing about
4.2 mg were sealed in evacuated quartz tubes and annealed
at a given temperature for one week, followed by quenching
into cold water. All the samples used in this work were taken
from the same part of the same batch, and the variation of the
Cd content was confirmed to be negligible by the ICP-AES
analysis. To avoid possible surface contamination, the surface
layer of the annealed crystals was removed using adhesive
tapes before transport measurements.
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It is worth mentioning that, in our annealing experiments,
we took precautions to minimize the uncertainty in the
annealing temperature. For each annealing run, we placed
the quartz tube at the same position of the same furnace
so that the temperature gradients in the furnace as well
as the thermocouple calibration errors do not affect the
annealing result. Also, the environment temperature was kept
constant during this experiment to minimize the temperature
fluctuations between different annealing runs. As a result,
the annealing temperature Tanneal was very reproducible and
its variation between different runs with nominally the same
Tanneal was within ±1 ◦C.

The in-plane resistivity ρxx and the Hall coefficient RH

were measured in a quantum design physical properties
measurement system (PPMS-9) down to 1.8 K, for which the
electrical contacts were prepared by using room-temperature-
cured silver paste. In addition, one of the high-resistivity
samples was brought to a 14-T magnet for detailed SdH
oscillation measurements using an ac six-probe method, in
which four lock-in amplifiers were employed to measure
both the primary and the second-harmonic signals in the
longitudinal and transverse channels at a frequency of 19 Hz.
The SdH oscillation data were taken by sweeping the magnetic
fields between ±14 T with the rate of 0.3 T/min, during which
the temperature was stabilized to within ±5 mK.

III. RESULTS AND DISCUSSIONS

A. p-type Bi2−xCdxSe3

The temperature dependence of the in-plane resistivity ρxx

of a Bi1.998Cd0.002Se3 crystal grown in the Se-rich condition
is shown in Fig. 1(a), together with the data for a pristine
Bi2Se3 sample grown with the same Bi/Se ratio. The pristine
Bi2Se3 crystal shows an essentially metallic behavior with a
weak resistivity upturn below ∼30 K, which is typical for low-
carrier-density15–17 Bi2Se3; indeed, the Hall coefficient RH in
this sample at 1.8 K corresponds to the bulk electron density
ne ∼ 7 × 1017 cm−3, which is very small for Bi2Se3. On the
other hand, in Bi1.998Cd0.002Se3, the resistivity upturn is absent
and the ρxx value is lower, suggesting a higher carrier density.
In fact, as shown in Fig. 1(b), RH in the Bi1.998Cd0.002Se3

crystal is positive and its value at 1.8 K corresponds to the hole
density nh ∼ 9 × 1018 cm−3, implying that the Cd doping has
created ∼9.7 × 1018 cm−3 of holes (∼0.8 hole per Cd atom)
that outnumbers the electrons coming from Se vacancies.14

The reason for the smaller number of doped holes compared
to the Cd concentration is most likely that a small portion
of Cd atoms occupies the interstitial site and acts as donors.
In Fig. 1(b), RH is only weakly dependent on temperature
and the Hall resistivity ρyx is perfectly linear in B (as shown
in the inset), reflecting the metallic nature of the as-grown
Bi1.998Cd0.002Se3 sample, which is due to a single type of
carriers (i.e., the bulk holes). The Hall mobility μH (=RH/ρxx),
also shown in Fig. 1(b), increases with decreasing temperature,
reaching ∼1600 cm2/Vs at 1.8 K.

B. p-to-n-type conversion by post annealing

Annealing the as-grown Bi1.998Cd0.002Se3 crystals in evacu-
ated quartz tubes has a drastic effect on its transport properties.

FIG. 1. (Color online) (a) Temperature dependences of ρxx of an
as-grown Bi1.998Cd0.002Se3 crystal (solid line) and a pristine Bi2Se3

crystal (dashed-dotted line) grown in the same Se-rich condition.
The pristine sample is n type with ne ∼7 × 1017 cm−3, while the
Cd-doped sample is p type with nh ∼ 9 × 1018 cm−3. Note that the
low-temperature resistivity upturn in the pristine sample is absent
in the Cd-doped sample. (b) Temperature dependences of RH (left
axis) and μH (right axis) for the Cd-doped sample; inset shows the
magnetic field dependence of ρyx in this sample at 1.8 K.

Figure 2(a) shows how the temperature dependence of ρxx

changes upon annealing in a narrow temperature window
between 573 ◦C and 590 ◦C. One can see that ρxx(T ) evolves
nonmonotonically with the annealing temperature Tanneal,
namely, ρxx initially increases with Tanneal until Tanneal exceeds
577 ◦C, after which ρxx decreases as Tanneal is further increased.
Notably, ρxx of the sample annealed at 577 ◦C show a high
value of 0.5 �cm at 1.8 K, which is three orders of magnitude
larger than that of the as-grown sample. Figure 2(b) shows the
typical temperature dependences of low-field RH data (defined
as RH = ρyx/B for B ≈ 0) for different Tanneal, which indicates
that more and more electron carriers are introduced as Tanneal

is increased, and the sign change from p type to n type occurs
around Tanneal = 577 ◦C.

Since the drastic change in the transport properties occurs
in a very narrow temperature window (573–580 ◦C), one
may wonder about the reproducibility of the result. As a
matter of fact, the observed change was quite reproducible,
as demonstrated in Figs. 3 and 4. Figures 3(a)–3(d) show the
ρxx(T ) data for at least two samples annealed at the same
temperature, where one can see that the behavior for each
Tanneal is essentially reproducible. Figures 4(a)– 4(d) show the
corresponding RH(T ) data for the same sets of samples; here,
except for the case of Tanneal = 577 ◦C [Fig. 4(c)], we observed
reasonable reproducibility [Figs. 4(a), 4(b), and 4(d)]. For
Tanneal = 577 ◦C, two of the three samples (A and B)
showed a sign change in RH from negative to positive upon
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FIG. 2. (Color online) (a) Temperature dependences of ρxx

for Bi1.998Cd0.002Se3 crystals annealed at different temperatures in
evacuated quartz tubes. The data for the as-grown crystal are also
shown for comparison. The low-temperature resistivity values span
three orders of magnitude. (b) Temperature dependences of RH for
the same series of samples. As the annealing temperature is increased,
the crystal becomes less p type and is eventually converted to n type.
This conversion occurs with the annealing temperature of ∼577 ◦C.

lowering temperature from 300 K, whereas the RH of sample
C remained negative in the whole temperature range. Actually,
this variation in the behavior of RH indicates that the Tanneal =
577 ◦C samples are at the verge of the p-to-n-type conversion.

Figures 4(e)–4(h) show the ρyx(B) curves measured in
sample “A” of each Tanneal. One can clearly see that the curve
in Fig. 4(g) for Tanneal = 577 ◦C is nonlinear, indicating that
there are at least two bands contributing to the transport. In
topological-insulator samples with a large bulk resistivity,
these kinds of nonlinear ρyx(B) curves are indications of
the surface channels making noticeable contributions.18–22

Therefore, the consistently high resistivity [Fig. 3(c)] together
with the complex behaviors of the Hall signal are likely to be
a signature of a high level of compensation achieved in the
samples annealed at 577 ◦C; in other words, in those samples,
the acceptors and donors are nearly equal in number and their
delicate balance can easily change the sign of RH. It is to be
emphasized that our data demonstrate that this high level of

FIG. 3. (Color online) (a)–(d) Reproducibility of the ρxx(T ) data
in samples annealed at the same temperature, demonstrated for four
different values of Tanneal indicated in each panel.

compensation is reproducibly achieved with Tanneal = 577 ◦C.
In samples annealed at other temperatures, the ρyx (B) behavior
is almost linear [Figs. 4(e), 4(f), and 4(h)], suggesting that the
contribution of the surface to the transport properties is minor.
In passing, the collection of ρxx(T ) and RH(T ) data shown
in Fig. 2 for varying Tanneal are for sample “A” of each Tanneal

shown in Figs. 3 and 4.

C. Defect chemistry

The above observation that a drastic change in the trans-
port properties of Bi1.998Cd0.002Se3 occurs in a very narrow
temperature window might seem surprising. However, this
behavior can be readily understood by examining the defect
chemistry associated with the annealing. In the present system,
there are mainly two different types of charged defects, the
aliovalent substitutional defect Cd′

Bi and the vacancy defect
V ••

Se .11,14 The former acts as an acceptor and the latter acts
as a donor. Therefore, the effective charge-carrier density
is determined by their competition and can be expressed as
neff = [Cd′

Bi] − 2[V ••
Se ], where positive (negative) neff denotes

the hole (electron) density. In an as-grown sample, the Cd′
Bi

defects are dominant and neff is positive; accordingly, the
chemical potential lies in the valence band. When annealed
in evacuated quartz tubes, a portion of selenium goes into
the gas phase Se2 in equilibrium with the solid phase,23

resulting in the formation of more V ••
Se defects while leaving

Cd′
Bi unaffected (because the Tanneal employed in this paper

is much lower than the melting temperature of 710 ◦C). The
equilibrated vapor pressure of Se2 increases with increasing
Tanneal,23 creating more V ••

Se and eventually changing neff from
positive to negative.

To be more quantitative, one may assume that the increase
in the Se-vacancy concentration upon annealing, �[V ••

Se ],
is directly reflected in the increase in the number of Se2

molecules in the quartz tube, which determines the Se2 vapor
pressure PSe2 ; in constant volume, one expects a linear relation
between �[V ••

Se ] and PSe2 if the Se2 vapor behaves as an ideal
gas. According to Ref. 23, the equilibrated Se2 vapor pressure
PSe2 of Bi2Se3 is related to the absolute temperature T via

log PSe2 [atm] = A − B/T [K], (1)

where A = 7.81 ± 0.50 and B = 10870 ± 640 for the temper-
ature range of 527 ◦C to 627 ◦C. From this T dependence of
PSe2 , one can infer that �[V ••

Se ] is very sensitive to the change
in Tanneal: For example, changing Tanneal by just 1 ◦C near
577 ◦C results in a variation of ∼3.5% in �[V ••

Se ]; therefore,
the expected change in �[V ••

Se ] upon changing Tanneal from
575 ◦C to 580 ◦C is as much as ∼18%. It is thus expected that
a sign change in neff occurs abruptly in the vicinity of Tanneal =
577 ◦C, where neff ≈ 0 (namely, [Cd′

Bi] ≈ [V ••
Se ]), and results

in a drastic change in the transport properties as we observed.

D. Surface quantum oscillations

From the above results, it is clear that the highest level of
compensation is achieved in samples annealed at 577 ◦C. We
therefore measured the sample C of Tanneal = 577 ◦C in a 14-T
magnet using a rotation sample holder to investigate its SdH
oscillations in detail. Before the high-field measurements, to

075316-3



REN, TASKIN, SASAKI, SEGAWA, AND ANDO PHYSICAL REVIEW B 84, 075316 (2011)

FIG. 4. (Color online) (a)–(d) Reproducibility of the RH(T ) data in samples annealed at the same temperature, demonstrated for four
different values of Tanneal indicated in each panel. (e)–(h) Magnetic-field dependences of ρyx measured in sample “A” of each Tanneal. The solid
line in (g) is the two-band-model fitting to the data.

protect the surface state from aging, the top surface of the
sample was covered with Al2O3 in the following way: First,
the crystal was cleaved on both surfaces with adhesive tapes
to reveal fresh surfaces, mounted on a sample holder with
General Electric (GE) varnish, and transferred into the sput-
tering chamber; second, the top surface was cleaned by bias
sputtering with Ar ions for 13 min and then, without breaking
the vacuum, a 540-nm-thick Al2O3 film was deposited by the
rf magnetron sputtering. After this process, gold wires were
bounded to the side faces by spot welding. Probably because
of the sample heating during the spot welding, the ρxx value
of this sample became even larger than that shown in Fig. 3(c).
Also, the sign of RH at low temperature changed to negative
after the process, showing the Hall response similar to that of
the sample A. The RH(T ) behavior of this sample C after the
Al2O3-coverage process is shown in Fig. 5(a), and its ρyx(B)
curve at 1.4 K is shown in Fig. 5(b).

In our measurements using an ac lock-in technique, we
simultaneously recorded the primary and the second-harmonic
signals during the magnetic-field sweeps. Figure 5(c) shows
the magnetic-field (B) dependences of the primary signal (ρxx)
and the second-harmonic signal (denoted �ρxx) measured
at 1.4 K in magnetic fields along the C3 axis. One can see
that the second-harmonic signal (�ρxx) shows pronounced
oscillations, while in the primary signal (ρxx), the oscillations
are hardly visible. To understand the nature of the oscillations,
we show in Fig. 5(d) the plots of �ρxx and d2ρxx/dB2 (second
derivative of the primary signal) versus the inverse magnetic
field 1/B; a comparison between the two curves indicates that
they present essentially the same peak and dip positions. While
the waveforms are quite complicated, the Fourier transform
(FT) spectrum of �ρxx(B−1) shown in Fig. 5(e) presents three
well-defined peaks at F1 = 11 T, F2 = 27 T, and F3 = 33 T,
indicating that the observed oscillations are SdH oscillations
with multiple frequencies.

Note that the second-harmonic in ac measurements is a
distortion of the input sine wave, and its occurrence is an

indication of a nonlinear response. In the present case, the
SdH oscillations are apparently giving rise to a peculiar non-
ohmicity. This makes the second-harmonic signal to be useful
for observing the SdH oscillations with a high sensitivity,
although the detailed mechanism is not clear at the moment.

Figure 6(a) shows how the SdH oscillations observed in
�ρxx change when the magnetic field is rotated by plotting
�ρxx versus 1/(B cos θ ), where θ is the angle between B

and the C3 axis. One can see that the oscillatory features
are essentially dependent on the perpendicular component of
the magnetic field. Also, as shown in Fig. 6(b), the angular
dependences of all three frequencies in the FT spectra are
consistent with 1/ cos θ . These results strongly suggest that
the present SdH oscillations signify 2D Fermi surface(s). We
note that the SdH oscillations in this sample disappeared
after keeping the sample in ambient atmosphere for a week,
which suggests that the SdH oscillations were coming from
the surface. (This observation also suggests that the Al2O3

coverage, while useful for slowing the aging of the surface of
Bi2Se3, does not provide a perfect protection.) Furthermore,
one can estimate the bulk mobility of this sample to be
∼40 cm2/Vs from the values of ρxx and RH, and such a
mobility is too low to give rise to SdH oscillations of the bulk
carriers below 14 T. All told, one can reasonably conclude that
the observed SdH oscillations are of the surface origin.

From the SdH oscillation data, the Fermi wave vector kF

can be calculated via the Onsager relation F = (h̄c/2πe)πk2
F ,

yielding kF = 0.018, 0.029, and 0.032 Å−1 for F1, F2, and
F3, respectively. These are of the same order as the value
kF = 0.031 Å−1 reported for the topological surface state
in n-type Bi2−xSbxSe3.13 However, because of the multicom-
ponent nature of the oscillations that leads to complicated
waveforms, it is difficult to reliably extract the cyclotron mass
mc nor the Dingle temperature for each component using
the Lifshitz-Kosevich theory.24 This makes it impossible to
identify the origins of the three oscillation frequencies, but
possible reasons for the multiple components in the present
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case include the following: (i) harmonics of a fundamental
frequency are observed, (ii) chemical potentials of the top and
bottom surfaces are not identical and give two frequencies
associated with the topological surface states, and (iii) a trivial
2D electron gas25 created by the band bending at the surface
presents additional SdH oscillations. Note that, in the case of
the present sample used for the detailed SdH measurements,
the top surface was covered by Al2O3 and the bottom surface
was covered by the GE varnish, so the conditions of the two
surfaces were very different. To resolve the origins of those
multiple frequencies, an experiment involving the gate control
of the surface chemical potential to trace the energy dispersion
of each branch (as was done26 for exfoliated Bi2Se3) would be
desirable.

E. Nonlinear ρ yx(B) behavior

Although we could not extract the surface mobility from the
SdH oscillations in the present case, we can still estimate the
relevant parameters of the surface and the bulk transport chan-
nels by analyzing the nonlinear ρyx(B) behavior [Fig. 5(b)]
with the simple two-band model described in Ref. 18. The
solid line in Fig. 5(b) is the result of the two-band-model
fitting, from which we obtained the bulk electron density
nb = 7 × 1017 cm−3, the bulk mobility μb = 17 cm2/Vs, the

FIG. 5. (Color online) (a) RH(T ) data of the sample C of
Tanneal = 577 ◦C after the Al2O3-coverage process. (b) ρyx(B) data
of the same sample measured at 1.4 K; the solid line is the result
of the two-band-model fitting. (c) Magnetic-field dependences of the
primary signal (ρxx) and the second-harmonic signal (�ρxx) measured
at 1.4 K in magnetic fields along the C3 axis. (d) Plots of �ρxx(B) and
d2ρxx/dB2 vs the inverse magnetic field 1/B. Clear SdH oscillations
can be seen in both data, and good agreements in the positions of peaks
and dips between the two curves are evident. (e) The FT spectrum of
�ρxx show three prominent frequencies.

FIG. 6. (Color online) (a) The �ρxx data for varying magnetic-
field directions, plotted as a function of 1/(B cos θ ); dashed lines
mark the positions of the peaks. (b) The three prominent frequencies
in the FT spectra of the SdH oscillations plotted as a function of θ .
All the frequencies vary as 1/ cos θ , as indicated by the solid lines.

surface electron density ns = 1.8 × 1012 cm−2, and the surface
mobility μs = 1.2 × 103 cm2/Vs. The observed frequencies
of the SdH oscillations, 11, 27, and 33 T, correspond to the
surface carrier densities of 2.5 × 1011, 6.7 × 1011, and 8.1 ×
1011 cm−2 in spin-filtered surface states, respectively, and it is
interesting that the sum of these numbers, 1.7 × 1012 cm−2,
appears to be consistent with the ns value obtained from the
two-band analysis. Also, it is assuring that the surface mobility
μs obtained from the two-band analysis, ∼1200 cm2/Vs, is
reasonably large and is consistent with our observation of the
SdH oscillations in moderate magnetic fields.

In passing, the ρyx(B) data of the sample A shown in
Fig. 4(g) can also be fitted with the two-band model. The result
of the fitting, shown by the solid line in Fig. 4(g), yields the
bulk electron density nb = 1.3 × 1018 cm−3, the bulk mobility
μb = 15 cm2/Vs, the surface electron density ns = 2.0 ×
1011 cm−2, and the surface mobility μs = 1.0 × 104 cm2/Vs
for this sample.

IV. CONCLUSION

In conclusion, we demonstrate that, with tactful defect
engineering, one can optimize the transport properties of the
topological insulator Bi2Se3 to show a high bulk resistivity
and clear quantum oscillations. Specifically, by employing
a Se-rich crystal-growth condition, we achieved the p-type
state in Bi2Se3 by Cd doping; we then employed careful post
annealing to tune the Se vacancies and achieved a high level of
compensation, where the acceptors and donors nearly cancel
each other and the sample presents a high ρxx value exceeding
0.5 �cm at 1.8 K and shows 2D SdH oscillations consisting
of multiple components below 14 T.
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A distinguishing feature of Dirac fermions is the Berry phase of π associated with their cyclotron motions. Since
this Berry phase can be experimentally assessed by analyzing the Landau-level fan diagram of the Shubnikov–de
Haas (SdH) oscillations, such an analysis has been widely employed in recent transport studies of topological
insulators to elucidate the Dirac nature of the surface states. However, the reported results have usually been
unconvincing. Here we show a general scheme for describing the phase factor of the SdH oscillations in
realistic surface states of topological insulators, and demonstrate how one can elucidate the Dirac nature in real
experimental data.
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I. INTRODUCTION

During the last three decades, the Berry phase1 has become
an important concept in condensed matter physics,2 playing
a fundamental role in various phenomena such as electric
polarization,3 orbital magnetism,4,5 anomalous Hall effects,6

etc. The Berry phase (or geometrical phase) in solids7 is
determined by topological characteristics of the energy bands
in the Brillouin zone (BZ) and represents a fundamental
property of the system.8 For example, a nonzero Berry
phase, which can be measured directly in magnetotransport
experiments, reflects the existence of a singularity in the
energy bands such as a band-contact line in three-dimensional
(3D) bulk states or a Dirac point in a two-dimensional (2D)
surface state.9 Also, the Berry phase of π is responsible for
the peculiar “antilocalization” effects in carbon nanotubes or
graphene.10 Recently, the π Berry phase has been observed
in the Shubnikov–de Haas (SdH) oscillations in graphene,11,12

giving one of the key pieces of evidence for the Dirac nature
of quasiparticles in the 2D carbon sheet.

The 3D topological insulator13–16 (TI) also supports spin-
polarized 2D Dirac fermions on its surface,17 which can be
distinguished from ordinary charge carriers by a nonzero Berry
phase. Recently, several groups have reported observations
of the SdH oscillations coming from the 2D surface states
of TIs.18–25 In those studies, a finite Berry phase has been
reported, but it usually deviates from the exact π value. For
example, in the new TI material Bi2Te2Se (BTS),21 where
a large contribution of the surface transport to the total
conductivity has been observed, the apparent Berry phase
extracted from the SdH-oscillation data was 0.44π . So far,
the Zeeman coupling of the spin to the magnetic field has been
considered20 as a possible source of such a discrepancy. Here,
we show that in addition to the Zeeman term, the deviation of
the dispersion relation E(k) from an ideal linear dispersion26

can shift the Berry phase from π . We further show how the
real experimental data for nonideal Dirac fermions can be
understood by taking into account those additional factors.

II. ENERGY DISPERSION OF SURFACE STATES

The energy dispersion of the surface states in TIs can
be directly measured in angle-resolved photoemission spec-
troscopy (ARPES) experiments. As an example, Fig. 1 shows

the dispersion of the surface state (together with the bulk state)
in BTS reported by Xu et al.27 One can easily recognize that
E(k) is not an ideal Dirac-like dispersion, but it can be fitted
reasonably well for the two high-symmetry axes with

E(k) = vFh̄ k + h̄2

2m
k2, (1)

with a single Fermi velocity vF = 3.4×105 m/s and an
effective mass m which slightly varies with the direction in
the surface BZ as shown by the solid lines in Fig. 1 [m/m0 =
0.15 (0.125) for the �̄ → M̄ (�̄ → K̄) direction with m0 the
free-electron mass].

Similar fittings can be obtained for other TIs owing to the
progress in ARPES studies of these materials.17,24,28,29

III. BERRY PHASE IN QUANTUM OSCILLATIONS

It is commonly accepted that quantum oscillations ob-
served in 3D metals can be well understood within Lifshits-
Kosevich30 (the de Haas–van Alphen effect) and Adams-
Holstein31 (the SdH effect) theories. Recently this approach
has been generalized to describe magnetic oscillations in
graphene, which is a 2D system with a Dirac-like spectrum
of charge carriers.32,33 There are two most prominent features
that distinguish such systems from materials with a parabolic
spectrum: First, rather weak magnetic fields are sufficient to
bring the system into a regime where only a few Landau levels
are occupied. Second, Dirac quasiparticles acquire the Berry
phase of π in the cyclotron motion, changing the phase of
quantum oscillations.

In the SdH effect, the oscillating part of ρxx follows

�ρxx ∼ cos

[
2π

(
F

B
− γ

)]
, (2)

where F is the oscillation frequency and 2πγ is the phase
factor (0 � γ < 1). This is the same γ as in the Onsager
semiclassical quantization condition34

AN = 2πe

h̄
B(N + γ ), (3)

when the N th Landau level (LL) is crossing the Fermi energy
EF (AN is the area of an electron orbit in the k space). γ is
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FIG. 1. (Color online) Experimental band dispersions (symbols)
in Bi2Te2Se measured by ARPES in Ref. 27 and the fitting of Eq. (1)
to the surface state (solid line). Large symbols depict the bulk state.

directly related to the Berry phase through9

γ − 1

2
= − 1

2π

∮

�

�� d�k, (4)

where ��(�k) = i
∫

d�k u∗
�k(�r) �∇�ku�k(�r) is the Berry connection,

u�k(�r) is the amplitude of the Bloch wave function, and
� is a closed electron orbit [the intersection of the Fermi
surface E(�k) = EF with the plane kz = const]. For spinless
quasiparticles, it is known9,34 that the Berry phase is zero for a
parabolic energy dispersion (γ = 1

2 ) and π for a linear energy
dispersion (γ = 0).

Experimentally, γ can be obtained from an analysis of the
Landau-level fan diagram. There are three quantities which
are often used as abscissa for plotting a LL fan diagram:
(i) The Landau level index N , which determines the energy
EN of the N th LL. (ii) The filling factor ν (≡ NsS

Nφ
, where Ns

is the density of charge carriers, S is the area of the sample,
Nφ = BS


0
is the number of flux quanta, and 
0 = h

e
is the

flux quantum). (iii) An integer number n which marks the
nth minimum of the oscillations in ρxx . Although all three
quantities are related to each other, the most straightforward
way to plot a LL fan diagram from the ρxx oscillations in a 2D
system18 is to assign an integer n to a minimum of ρxx (or a half
integer to a maximum of ρxx). From Eq. (2), one can see that
the first minimum in ρxx is always in the range of 0 < F

B1
� 1.

Thus, the plot of F/Bn vs n, which makes a straight line with
a unit slope for periodic oscillations, is uniquely defined and
cuts the n axis between 0 and 1 depending on the phase of the
oscillations, γ .

The ordinate 1/Bn in a LL fan diagram is determined by the
Landau quantization of the cyclotron motion of electrons in a
magnetic field. In 2D systems, upon sweeping B, ρxx shows a
maximum (or a sharp peak in the quantum Hall effect18) each
time that EN (B) crosses the Fermi level. Thus, the position of
the maximum in ρxx that corresponds to the N th LL, 1/BN ,

is given by

2π

(
F

BN

− γ

)
= 2πN. (5)

On the other hand, the n th minimum in ρxx occurs at 1/Bn

when 2π ( F
Bn

− γ ) = 2πn − π , so the positions of the maxima

and minima are shifted by 1
2 on the n axis.

The Onsager relation34 gives F in terms of the Fermi wave
vector kF as F = (h̄/2πe)πk2

F , and this kF can be calculated
from Eq. (1) as

k2
F = 2

(mvF

h̄

)2
(

1 + EF

mv2
F

−
√

1 + 2EF

mv2
F

)
. (6)

Also, when EF is at the N th LL, there is a relation

EN (BN ) = EF . (7)

From Eqs. (5)–(7), one obtains

γ = mv2
F

h̄ ωc

(
1 + EN

mv2
F

−
√

1 + 2EN

mv2
F

)
− N, (8)

where ωc = eB/m is the cyclotron frequency.
In the general case, γ is a function of B, meaning that

oscillations in ρxx are quasiperiodic in 1/B. In order to
calculate γ one needs to find the eigenvalues EN for a given
Hamiltonian.

IV. MODEL HAMILTONIAN

For the (111) surface state of the Bi2Se3-family TI com-
pounds, the Hamiltonian for nonideal Dirac quasiparticles in
perpendicular magnetic fields can be written as35

Ĥ = vF (�xσy − �yσx) + �2

2m
− 1

2
gsμBBσz, (9)

where the Landau gauge A = (0,By,0) for the vector potential
is used, � = h̄k + eA, σi are the Pauli matrices, μB is the
Bohr magneton, and gs is the surface g-factor. Note that this
Hamiltonian is essentially the same as for a conventional
2D electron gas (2DEG) with Bychkov-Rashba spin-orbit
interaction term.36 The only difference is that in TIs the
parabolic term in Eq. (1) is a small perturbation in comparison
with the linear one. The LL energies are given by35–37

E
(±)
N = h̄ωcN ±

√

2h̄ v2
F eBN +

(
1

2
h̄ωc − 1

2
gsμBB

)2

,

(10)
where the “+” and “−” branches are for electrons and holes,
respectively. The obtained eigenvalues EN define the exact
positions of maxima in ρxx and, thus, the phase of oscillations
through Eq. (8).

In two extreme cases, for nonmagnetic fermions (gs = 0),
Eq. (8) gives the expected results. First, for a linear dispersion
(ideal Dirac fermions), m → ∞ leads to EN = ±

√
2h̄ ev2

F BN

and γ → E2
N

2h̄ ev2
F B

− N , giving γ = 0 (Berry phase is π ).
Second, for a parabolic dispersion, vF → 0 leads to EN =
h̄ ωc(N + 1

2 ) and γ → EN

h̄ ωc
− N , giving γ = 1

2 (Berry phase
is zero). This gives confidence that the expression for γ given
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in Eq. (8) is generally valid for the topological surface state
with a nonideal Dirac cone described by Eq. (1).

V. LANDAU-LEVEL FAN DIAGRAM FOR NONIDEAL
DIRAC FERMIONS

Let us first consider how the LL fan diagram will be
modified when both linear and parabolic terms are present
in the Hamiltonian [Eq. (9)]. For the moment, the Zeeman
coupling of the electron spin to the magnetic field is assumed
to be negligible (gs = 0). Figure 2(a) shows the calculated
positions of maxima and minima in ρxx for oscillations with
F = 60 T and vF = 3 × 105 m/s as m/m0 is varied. One can
see that upon decreasing m/m0, the calculated lines on the LL
fan diagram are gradually shifting upward from the ideal Dirac
line that crosses the n axis at exactly 1

2 . Moreover, the lines
are not straight anymore, which is reflected in the dependence
of γ vs N shown in the inset. With decreasing N (increasing
B), γ becomes larger, reflecting the change in the phase of
oscillations at high fields.

A similar change in the LL fan diagram occurs if we modify
another parameter, vF . As shown in Fig. 2(b), the calculated
lines are gradually shifting upward from the ideal Dirac line as

(a)

(b)

FIG. 2. (Color online) (a) Landau level fan diagram calculated for
F = 60 T, vF = 3 × 105 m/s, gs = 0, and different m/m0. Arrows
show the direction of decreasing m/m0. The dashed and dotted
lines are the expected behaviors for an ideal Dirac dispersion and
a parabolic dispersion, respectively. (b) Landau level fan diagram
calculated for F = 60 T, m/m0 = 0.1, gs = 0, and different vF .
Arrows show the direction of decreasing vF . Insets show the
calculated γ (N ).

FIG. 3. (Color online) Landau-level fan diagram calculated for
F = 60 T and different gs , keeping vF = 3 × 105 m/s and m/m0 =
0.1 constant. Arrows show the direction of changing gs . The dotted
line is the expected behavior for a parabolic dispersion. Inset shows
the calculated γ (N ).

vF is decreased. The results shown in Fig. 2 can be understood
as a competition between linear and quadratic terms in the
Hamiltonian [Eq. (9)]. Note that for the whole range of the
parameters vF and m/m0, the positions of maxima and minima
in ρxx lie between two straight lines (shown as dotted and
dashed lines in Fig. 2) corresponding to γ = 0 and γ = 1

2 .
Let us now take the Zeeman term into consideration.

Figure 3 shows the LL fan diagram calculated with F = 60 T,
vF = 3 × 105 m/s, and m/m0 = 0.1, while gs is varied. To
understand the effect of the Zeeman coupling, it is important
to recognize the following two points: (i) The Zeeman term
in Eq. (10) would tend to cancel the 1

2h̄ωc term when gs is
positive. In fact, when 1

2h̄ωc = 1
2gsμBB (i.e., gs = 2m0/m)

is satisfied, the effect of the finite effective mass is canceled
and the LL fan diagram becomes identical to that for the linear
dispersion (ideal Dirac) case. In the present simulations, we use
m/m0 = 0.1, so that this cancellations occurs when gs = 20.
(ii) A pair of gs values that give the same | 1

2h̄ωc − 1
2gsμBB|

are effectively the same in determining the behavior of the LL
fan diagram. The result of our calculations shown in Fig. 3 is a
demonstration of these two points. Since the Zeeman effect is
more pronounced at higher fields, the LL fan diagram in Fig. 3
is strongly modified from a straight line when the quantum
limit is approached, i.e., close to N = 0.

VI. THE CASE OF BTS

Let us examine the real data measured in the BTS sample,21

in the light of the above considerations. Figure 4 shows the LL
fan diagram for oscillations in dρxx/dB measured at T = 1.6
K in magnetic fields perpendicular to the (111) plane.21 In
Ref. 21, the data were simply fitted with a straight line, and
the least-squares fitting gave a slope of F = 64 T with the
intersection of the n axis at 0.22 ± 0.12; this result implies a
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FIG. 4. (Color online) Landau-level fan diagram
for oscillations in dρxx/dB measured at T =
1.6 K and θ 
 0◦ reported in Ref. 21 for BTS. Minima and
maxima in dρxx/dB correspond to n + 1

4 and n + 3
4 , respectively.

Solid (dark gray) line is the calculated diagram for an ideal Dirac
cone with vF = 3.4 × 105 m/s and F = 62 T; dashed (blue) line
includes the effect of the actual dispersion with m/m0 = 0.13;
dotted (red) line further includes the Zeeman effect, where gs

= 76 or −45 was determined from a least-squares fitting to the
data. Inset shows the experimental data and calculations after
subtracting the contribution from an ideal Dirac cone, (1/B)Dirac,
where �(1/B) ≡ (1/B) − (1/B)Dirac.

finite Berry phase, but it was not exactly equal to π , which
remained a puzzle.21 Now, we analyze this LL fan diagram
by considering the nonideal Dirac dispersion as well as the
Zeeman effect. The ARPES data27 for the surface state of BTS
(Fig. 1) give vF = 3.4 × 105 m/s and the averaged effective
mass m/m0 = 0.13. We fix the oscillation frequency F at 62 T
obtained from the Fourier-transform analysis of the dρxx/dB

oscillations.21

In Fig. 4, the calculated diagram for an ideal Dirac cone
is shown by the solid (dark gray) line, whereas that for the
nonideal Dirac cone with the effective-mass term is shown by
the dashed (blue) line. One can see that the difference is small,
which indicates that the effective mass of 0.13m0 is not light
enough to significantly alter the LL fan diagram. One may
also see that these two lines undershoot the actual data points
at smaller n, which is even more clearly seen in the inset,
where the experimental data and the calculations are shown
after subtracting the contribution from an ideal Dirac cone. By
further including the Zeeman effect, we can greatly improve
the analysis, as shown by the dotted (red) line; here, gs is taken
as the only fitting parameter and a least-squares fitting to the
data was performed. The best value of gs is 76 or −45.

The inset of Fig. 4 makes it clear that it is the slight
deviation of the experimental points from the ideal Dirac line
that causes a simple straight-line fitting of the LL fan diagram
to intersect the n axis not exactly at 0.5. Since the Berry phase
in real situations is not a fixed value but is dependent on
the magnetic field, the simple straight-line analysis of the LL
fan diagram should not be employed for the determination
of the Berry phase. Obviously, the SdH oscillations of the
topological surface states are best understood by the analysis
which considers both the the deviation of the energy spectrum

FIG. 5. (Color online) Landau-level fan diagrams for SdH oscil-
lations observed in various TIs and graphene. Symbols are obtained
from the published experimental data in the literature. Solid lines
are calculations taking into account the nonideal dispersions of the
surface states (determined by m/m0) and the Zeeman coupling to
an external magnetic field (determined by gs). Dashed lines are
calculations for ideal Dirac fermions (m/m0 = ∞ and gs = 0). Open
diamonds are (dρyx/dB)min,max in Bi2Te3 from Ref. 18; filled circles
are (�Rxx)min in Bi2Se3 from Ref. 20; open circles are (Rxx)min,max in
graphene from Ref. 11; filled squares are (�Rxx)min,max in a Bi2Te3

nanoribbon from Ref. 25; open squares are (dρxx/dB)min,max in BTS
from Ref. 21.

of the Dirac-like charge carriers from the ideal linear dispersion
and their strong coupling with an external magnetic field.

VII. OTHER MATERIALS

Similar analyses can be performed for other TIs in which
the quantum oscillations coming from the 2D topological
surface states have been observed. Figure 5 shows the LL
fan diagrams for the SdH oscillations published to date for
TI materials,18,20,21,25,38 together with the data obtained in
graphene,11 which provides a good reference for studies
of Dirac fermions. We digitized the published experimental
data in the literature and determined ourselves the positions
of minima 1/Bmin and maxima 1/Bmax of the oscillating
parts of the resistivity (resistance), Hall resistivity, or their
derivatives with respect to B. The data obtained for various
materials are plotted as functions of n in Fig. 5. Note that, to
avoid ambiguities, we considered only those data that show
oscillations with a single frequency.38

The parameters of the surface states used in our fan-diagram
analyses have been obtained from the published ARPES data
by fitting them in the same way as for BTS (see Fig. 1).
Table I shows vF and m/m0 for the Bi2Se3/Bi2Te3 family
and graphene. These parameters were fixed during the fitting
of the data shown in Fig. 5. The only parameter that could

TABLE I. Parameters of the surface states from ARPES.

Material vF (m/s) m/m0 Ref. Remark

Bi2Se3 3.0 ×105 0.25 [28] Averaged
Bi2Te2Se 3.4 ×105 0.13 [21] Averaged
Bi2Te3 3.7 ×105 3.8 [29] Near Dirac point
Graphene 1 ×106 ∞ [11] Calculations
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TABLE II. Parameters used for the calculations shown in Fig. 5.

Material Ref. F (T) EF (eV) gs

Bi2Se3 [20] 30.7 0.074 55 or −39
Bi2Se3 [20] 88.6 0.143 55 or −39
Bi2Te2Se [21] 62.0 0.152 76 or −45
Bi2Te3 [18] 27.3 0.074 65 or −65
Bi2Te3, nanoribbon [25] 54.7 0.101 65 or −65
Graphene [11] 43.3 0.239 0

vary in our calculations was gs . Note that the frequency of
oscillations F (and, thus, the Fermi energy EF ) is essentially
determined by the periodicity of the observed oscillations.
Table II summarizes the parameters thus obtained. The results
of our calculations are shown in Fig. 5 by solid lines. Dashed
lines depict the behavior expected for ideal Dirac cones
(m/m0 = ∞) and negligible Zeeman coupling (gs = 0) for
the TI data. One can clearly see in Fig. 5 that only graphene
shows the ideal behavior in the LL fan diagram: a straight line
that crosses the n axis at 0.5. All TI materials, despite their
essentially Dirac-like nature of the surface state, present LL fan
diagrams that deviate from the ideal behavior. (The deviations
from the dashed lines are most clearly seen in strong magnetic
fields.)

In view of the good agreements between the data and
the fittings for all the materials analyzed in Fig. 5, one

may conclude that the advanced analysis considering both
the curvature of the Dirac cone and the Zeeman effect
can reasonably describe the SdH oscillation data obtained
for TIs and confirm the Dirac nature in their surface
states.

VIII. SUMMARY

We derived the formula for the phase γ of the SdH
oscillations coming from the surface Dirac fermions of
realistic topological insulators with a nonideal dispersion given
by Eq. (1). We also calculated how the curvature in the
dispersion as well as the effect of Zeeman coupling affect the
Landau-level fan diagram of the SdH oscillations for realistic
parameters. Finally, we demonstrated that the Landau-level fan
diagrams obtained from recently reported SdH oscillations in
topological insulators can actually be understood to signify
the essentially Dirac nature of the surface states, along
with a relatively large Zeeman effect in those narrow-gap
materials.
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24C. Brüne, C. X. Liu, E. G. Novik, E. M. Hankiewicz, H. Buhmann,
Y. L. Chen, X. L. Qi, Z. X. Shen, S. C. Zhang, and L. W. Molenkamp,
Phys. Rev. Lett. 106, 126803 (2011).

25F. Xiu, L. He, Y. Wang, L. Cheng, L.-T. Chang, M. Lang, G. Huang,
X. Kou, Y. Zhou, X. Jiang, Z. Chen, J. Zou, A. Shailos, and K. L.
Wang, Nature Nano. 6, 216 (2011).

26D. Culcer, E. H. Hwang, T. D. Stanescu, and S. Das Sarma, Phys.
Rev. B 82, 155457 (2010).

27S. Y. Xu, L. A. Wray, Y. Xia, R. Shankar, A. Petersen, A. Fedorov,
H. Lin, A. Bansil, Y. S. Hor, D. Grauer, R. J. Cava, and M. Z. Hasan,
e-print arXiv:1007.5111v1.

28Y. Xia, D. Qian, D. Hsieh, L. Wray, A. Pal, H. Lin, A. Bansil,
D. Grauer, Y. S. Hor, R. J. Cava, and M. Z. Hasan, Nature Phys. 5,
398 (2009).

035301-5



A. A. TASKIN AND YOICHI ANDO PHYSICAL REVIEW B 84, 035301 (2011)

29Y. L. Chen, J. G. Analytis, J.-H. Chu, Z. K. Liu, S.-K. Mo,
X. L. Qi, H. J. Zhang, D. H. Lu, X. Dai, Z. Fang, S. C. Zhang,
I. R. Fisher, Z. Hussain, and Z.-X. Shen, Science 325, 178
(2009).

30I. M. Lifshits and A. M. Kosevich, Zh. Eksp. Teor. Fiz. 29, 730
(1955) [Sov. Phys. JETP 2, 636 (1956)].

31E. Adams and T. Holstein, J. Phys. Chem. Solids 10, 254 (1959).
32S. G. Sharapov, V. P. Gusynin, and H. Beck, Phys. Rev. B 69,

075104 (2004).
33V. P. Gusynin and S. G. Sharapov, Phys. Rev. B 71, 125124

(2005).

34D. Shoenberg, Magnetic Oscillations in Metals (Cambridge
University Press, Cambridge, 1984).

35Z. Wang, Z.-G. Fu, S.-X. Wang, and P. Zhang, Phys. Rev. B 82,
085429 (2010).

36Y. A. Bychkov and E. I. Rashba, Pis’ma Zh. Eksp. Teor. Fiz. 39, 66
(1984) [JETP Lett. 39, 78 (1984)].

37B. Seradjeh, J. Wu, and P. Phillips, Phys. Rev. Lett. 103, 136803
(2009).

38We did not include the data reported in Refs. 19 and 24, because the
SdH oscillations observed in Bi0.91Sb0.09 (Ref. 19) and in a strained
epitaxial film of HgTe (Ref. 24) clearly show multiple frequencies.

035301-6



 
 
 
 
 
 

Additional Evidence for the Surface Origin of the Peculiar 
Angular-Dependent Magnetoresistance Oscillations 
Discovered in a Topological Insulator Bi1-xSbx 

A A Taskin, Kouji Segawa and Yoichi Ando1 

Institute of Scientific and Industrial Research, Osaka University                          
Ibaraki, Osaka 567-0047, Japan 

E-mail: y_ando@sanken.osaka-u.ac.jp 

Abstract. We present detailed data on the unusual angular-dependent magnetoresistance 
oscillation phenomenon recently discovered in a topological insulator Bi0.91Sb0.09. Direct 
comparison of the data taken before and after etching the sample surface gives compelling 
evidence that this phenomenon is essentially originating from a surface state. The symmetry of 
the oscillations suggests that it probably comes from the (111) plane, and obviously a new 
mechanism, such as a coupling between the surface and the bulk states, is responsible for this 
intriguing phenomenon in topological insulators. 

1.  Introduction 
Topological insulators [1-3] are an emerging class of materials that host a new quantum-mechanical 
state of matter [4-7] where an insulating bulk state supports an intrinsically metallic surface state that 
is “topologically protected”, meaning that it is stable against any disorder that does not break time-
reversal symmetry. Recently, angle-resolved photoemission spectroscopy (ARPES) studies on a 
cleaved trigonal surface of Bi1-xSbx have revealed that the energy dispersions of its surface states 
possess the distinctive character to qualify this material as a topological insulator [8-10]. However, to 
directly probe the unique properties of the surface states and to elucidate whether they could really be 
exploited on a macroscopic level, transport and magnetic studies of high-quality single crystals are 
indispensable. Unfortunately, in “real-life” samples of topological insulators available today, there is 
always some bulk conductivity due to residual carriers, and separating the contributions from two-
dimensional (2D) and three-dimensional (3D) states turns out to be challenging [11-13]. 

In this context, we have recently succeeded in observing both the de Haas-van Alphen (dHvA) 
oscillations [14] and the Shubnikov-de Haas (SdH) oscillations [15] in high-quality bulk single 
crystals of Bi1-xSbx alloy in the “insulating” regime (0.07 ≤ x ≤ 0.22), which is the first material to be 
known as a 3D topological insulator. These observations became possible by growing highly pure and 
homogeneous single crystals of this alloy and achieving the bulk carrier density of the order of 1016 
cm-3. The dHvA and SdH oscillations signified a previously-unknown Fermi surface (FS) with a clear 
2D character that coexists with a 3D bulk FS [14,15]. Since Bi1-xSbx is a 3D material, the observed 2D 
FS is naturally assigned to the “surface”, which could be internal surfaces such as twin boundaries.  
                                                      
1  To whom any correspondence should be addressed. 

HMF-19 IOP Publishing
Journal of Physics: Conference Series 334 (2011) 012012 doi:10.1088/1742-6596/334/1/012012

Published under licence by IOP Publishing Ltd 1



 
 
 
 
 
 

Furthermore, we have extended our measurements to the angular dependence of the 
magnetoresistance (MR), which was successfully applied to the studies of quasi-2D organic 
conductors in the 1980s and lead to the discovery of the celebrated angular-dependent 
magnetoresistance oscillations (AMRO) [16-18]. Intriguingly, in our angular-dependent MR studies, 
we found oscillatory angular dependences in both the resistivity ρxx and the Hall resistivity ρyx [15]. 
The oscillations observed at lower fields were elucidated to be essentially a manifestation of the SdH 
oscillations, whereas the ones observed at higher fields were obviously of novel origin [15]. We 
proposed that the latter originates from the topological surface state on the cleaved (111) surface of 
Bi1-xSbx, where the coupling between the surface and bulk states are probably playing a key role in the 
peculiar MR oscillation phenomenon [15]. 

In this paper, we present additional evidence to demonstrate that the “high-field” oscillations are 
most likely due to the exposed surface, by directly comparing the oscillations before and after the 
sample surface was chemically etched. 

2.  Experimental 
High-quality Bi0.91Sb0.09 single crystals were grown from a stoichiometric mixture of high-purity (6N) 
Bi and Sb elements by a zone melting method. The resistivity was measured by a standard four-probe 
method on a rectangular sample, where the current was directed along the C1 axis. Continuous 
rotations of the sample in constant magnetic fields were used to measure the angular dependence of 
the MR within the trigonal-binary (C3-C2) crystallographic plane. Magnetic fields up to 16 T were 
applied using a dc superconducting magnet in a 4He cryostat. All the data shown here were taken at the 
lowest temperature of 1.5 K. To obtain a fresh surface on the Bi1-xSbx single crystals, we applied the 
following chemical etching procedure:  

1) Keep for several minutes in the 1:4:9 mixture of HNO3, CH3COOH, and H2O. 
2) Rinse in distilled water. 
3) Keep for several minutes in the diluted (50 mol-%) HCl. 
4) Rinse in distilled water and dry. 

3.  Results 

3.1.  Angular-Dependent MR Oscillations 
Figures 1(a) and 1(b) show the angular dependences of the transverse MR and the Hall resistivity, 

Figure 1. (a) Angular dependences of  ρxx measured in the trigonal-binary (C3-C2) plane in constant 
magnetic fields. The dashed line is the MR background ∼ (1-cos2θ) for B = 14 T. Inset depicts the 
measurement geometry, where θ = 0° corresponds to the C3 axis. (b) Angular dependences of ρyx 
measured in the same conditions as in (a). The dashed lines are the expected angular dependences 
of the Hall effect plotted for all magnetic fields. 
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respectively, measured in magnetic fields rotated within the trigonal-binary (C3-C2) plane 
perpendicular to the current. The magnetic-field strength was kept constant during each rotation. As 
can be seen in Figs. 1(a) and 1(b), both ρxx and ρyx present an oscillatory behavior as a function of the 
rotation angle θ. As we have elaborated in our previous paper [15], two different types of oscillations 
can be distinguished: The first type [though not very clearly seen in Fig. 1] consists of oscillations 
appearing at lower fields, while the second one becomes prominent at higher fields (B ≥ 10 T). The 
former “low-field” oscillations were demonstrated [15] to be essentially due to the SdH oscillations 
originating from the 2D state residing on the (2,-1,-1) plane, which was unambiguously observed in 
the ρxx(B) data for magnetic-field sweeps in fixed magnetic-field directions.  

The focus of the present paper is the “high-field” oscillations, which develop on a smooth field-
dependent background coming from the anisotropy of ρxx(B) along the different axes. An example of 
the fitting of the background for B = 14 T is shown by the dashed line in Fig. 1(a). Because of a large 
MR background in strong magnetic fields, only largest peaks in ρxx(θ) can be clearly seen in the raw 
data [Fig. 1(a)].  

The ρyx(θ) data shown in Fig. 1(b) also present pronounced angular-dependent oscillations at high 
fields. The “background” for ρyx(θ) is simply the angular dependence of the Hall effect, RHBcosθ, 
where RH is the Hall coefficient. As can be clearly seen in Fig. 1(b), low-filed ρyx(θ) data follow this 
expected angular dependence very closely (we use RH = −37 cm3/C, obtained from the Hall 
measurements), and the large deviation from this simple behavior is observed only in magnetic fields 
above 10 T. Figure 2 shows “pure” oscillations in Δρyx(θ) after subtracting the RHBcosθ contribution 
from ρyx(θ). One can clearly see a set of peaks, which are marked by short vertical ticks in Fig. 2. They 
are symmetric with respect to the C3 axis and show a rather complicated magnetic-field dependence. 

3.2.  Surface-Condition Dependence 
The data shown in Figs. 1 and 2 were taken on a refreshed surface immediately after chemically 
etching the sample. To investigate the effect of etching, we had conducted the same angular-dependent 
MR measurements on the same sample before etching. Incidentally, this sample was characterized 7 
months before those measurements, and it was kept in a desiccator, exposing its surface to dry air for 7 
months. Our intention was to see how such an “old” sample behaves. Intriguingly, the angular-
dependent MR oscillations were smeared, as shown in Fig. 3 for ρxx. Figure 4 presents a direct 
comparison of the oscillations in ρxx and ρyx before and after etching. It is evident that the refreshed 
surface yields more pronounced oscillations, which gives direct evidence that the peculiar angular-

Figure 2. “High-field” angular-
dependent oscillations in Δρyx(θ) 
obtained by subtracting the expected 
RHBcosθ  behavior from the ρyx data 
shown in Fig. 1(b). Ticks mark the 
positions of distinguishable peaks. 
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dependent oscillations are essentially originating from a surface state.  

4.  Discussions 
In the “high-field” oscillations, an important feature is that the amplitude of the peaks weakens as the 
magnetic field is rotated away from the C3 axis, which is somewhat reminiscent of the behavior of the 
ordinary AMRO in quasi-2D systems if the conduction planes lie perpendicular to the C3 axis [16-18]. 
Thus, it is probable that the “high-field” oscillations are coming from the (111) plane (which is 
perpendicular to the C3 axis), where surface states are seen in photoemission [8-10] and tunnelling 
[19] experiments. Another distinguishable feature of the “high-field” oscillations is that they survive 
up to rather high temperatures [15]. For example, even at 40 K there are still visible traces of 
oscillations while the SdH oscillations are already gone at this temperature [15], which is reminiscent 
of the behaviour of the ordinary AMRO in quasi-2D systems. In spite of these similarities to the quasi-
2D AMRO, the peak positions of the “high-field” oscillations apparently shift with the magnetic field, 
which is not expected for the ordinary AMRO. Moreover, the existence of a finite coupling between 

Figure 4. Direct comparison of the 
oscillations in ρxx and ρyx before and after 
etching the sample surface, measured on 
the same Bi0.91Sb0.09 sample. It is evident 
that the refreshed surface yields more 
pronounced oscillations, which gives 
evidence for the surface origin of these 
oscillations.

 

Figure 3. Angular dependences of  ρxx 
measured in the trigonal-binary (C3-C2) 
plane on the 7-month-old surface of the 
same Bi0.91Sb0.09 sample before etching. 
Note that the angular-dependent MR 
oscillations are smeared compared to 
those shown in Fig. 1(a). 
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conduction planes is essential for the quasi-2D AMRO [20], but there is no such inter-plane coupling 
for the surface states as long as the crystal is thick enough. Therefore, the observed “high-field” 
angular oscillations are a new phenomenon apparently specific to topological insulators. 

5.  Conclusion 
We present detailed data on the angular-dependent MR oscillation phenomenon which was recently 
discovered in a topological insulator Bi0.91Sb0.09. Direct comparison of the data taken before and after 
etching the sample surface gives compelling evidence that this novel phenomenon is essentially 
originating from a surface state. The symmetry of the oscillations suggests that it probably comes from 
the (111) plane. In the surface state of a topological insulator, there is no “quasi two-dimensionality” 
that introduces a finite warping to the 2D cylindrical Fermi surface, whereas the existence of such a 
warping is essential for the ordinary AMRO to occur; therefore, it is likely that a new mechanism, 
such as a coupling between the surface and the bulk states, is responsible for this intriguing 
phenomenon in topological insulators.  
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From a viewpoint of transport properties, topological insulators are the materials that are insulating in the bulk but are 
metallic at their edge. After briefly introducing the basic phenomena such as Dirac fermions and quantum spin Hall 
effect for topological insulators, we describe the details of the quantum oscillations originating from the surface state of a 
three-dimensional topological insulator Bi 1 -~Sbx, which was observed for the first time by our group. Intriguingly, this 
material was found to exhibit a novel angular-dependent magnetoresistance oscillation phenomenon, whose origin is still 
unknown but probably reflects a new physics in the surface transport properties of the topological insulator. 
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Fig. 2. (color online). Temperature dependences of the 
resistivity in high-quality Bi 1-,$bx single crystals in 
the semimetallic (x=O.OO, 0.06) and insulating (x= 
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Fig. 3. (color online). (a) Photograph of Bi1-,Sb, single 
crystals. (b) 3D Brillouin zone and the definition of 
the magnetic-field angles. (c) Raw data of the dHvA 
oscillations for systematically varied magnetic-field 
directions measured for x = 0.09 (Ref. 25, ©Ameri
can Physical Society, 2009). 



192 

0 .__. ..... 

~1o:~(a) .. 1o~9(b) ,.,. 10·•~(c) , ... 
-:10_, 10~ 10~ 
0.10 10"' -E -8 10'7 ... _ 

CIS 10-9 I o 10.a 'W 
ti: 10 10-8 

02468012 3012345 

Fig. 4. 

Fm Fm Fm 

a (dog), 
•=180 

a (deg), 

•=o 

(color online). (a-c) Change of the dHvA oscillation frequencies for the 
rotations in (a) binary, (b) trigonal, and (c) bisectrix planes. (d) Observed 
magnetic-field-direction dependences of the dHvA periods ( = inverse 
frequency) for the three high-symmetry planes ; thick (thin) lines are the 
calculated magnetic-field-direction dependences of the periods originating 
from the 2D (3D) Fermi surfaces. (e) Schematic picture of the Fermi 
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Fermi surfaces reside on the C, planes (Ref. 25, ©American Physical 
Society, 2009). 
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Fig. 5. (color online). (a) Temperature dependences of the 
amplitude of the dHv A oscillations for various field 
directions observed in Bio.9JSbom, together with their 
fitting to the Lifshitz-Kosevich formula. (b) Obtained 
cyclotron mass, me, presents a sharp divergence at 
e = 0' following the 11 sin e angular dependence 
(Ref. 25, ©American Physical Society, 2009). 
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Fig. 6. (color online). SdH oscillations observed in the 
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